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Abstract— Data analysis is an essential section of all physics
experiments; in spite of this only a few analysis standard toolkits
are available. Concerning the comparison between distributions,
almost all these toolkits are limited to the Chi-squared test. Statis-
tics provides a whole chapter of Goodness-of-Fit tests, from the
Chi-squared to tests based on maximum distance (Kolmogorov-
Smirnov, Kuiper, Goodman), to tests based on quadratic distance
(Fisz-Cramer-von Mises, Anderson-Darling, Tiku). All of these
Goodness-of-Fit tests have been collected in a new open-source
Statistical Toolkit. This Toolkit matches a sophisticated statistical
data treatment with the most advanced computing techniques,
such as object-oriented technology with the use of design patterns
and generic programming. None of the Goodness-of-Fit tests
included in the system is optimum for every case. Unfortunately,
statistics does not provide a universal recipe for specific distri-
butions and furthermore the only rare available guidelines refer
to the comparison between smooth theoretical distributions. With
the aim of helping the user in the algorithm choice, we present the
results of an intrinsic statistical comparison among many of the
Goodness-of-Fit tests contained in the Statistical Toolkit in terms
of relative efficiency.

Index Terms— Data Analysis, Goodness-of-Fit testing,
Goodness-of-Fit Statistical Toolkit, Power Comparison.

I. I NTRODUCTION

STATISTICAL comparison of distributions is an essential
section of data analysis in any field and in particular in

high energy physics experiments. In spite of this, only a few
basic tools for statistical analysis were available in the public
domain FORTRAN libraries for high energy physics, such
as CERN Libraries (CERNLIB) [1] and PAW [2]. Nowadays
the situation is unchanged even among the libraries for data
analysis of the new generation, such as for istance Anaphe [3],
JAS [4], Open Scientist [5] and Root [6]. In any case, the user is
offered to compare two data distributions by means of the Chi-
squared test and little more, ignoring the variety of tests that
statistics offers. In fact, it is well known that non-parametric
statistics provides a whole chapter of Goodness-of-Fit (GoF)
tests, from the Chi-squared to tests based on maximum distance
(Kolmogorov-Smirnov, Kuiper, Goodman), to tests based on
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quadratic distance (Fisz-Cramer-von Mises, Anderson-Darling,
Tiku). All of these GoF tests have been recently collected in
a new open-source Statistical Toolkit [7], that is downloadable
from the web [8], offering the user the possibility of comparing
two samples.
Unfortunately, statistics literature does not provide clear guide-
lines concerning performance comparisons among tests. Some
power comparisons among non-parametric tests are available
[12], and predominantly concern tests aimed at detecting the
location differences between two distributions. More in detail,
the comparison studies available in literature are very inter-
esting, but, being berthed to the very specific alternatives set,
do not provide a general guideline under more non-parametric
conditions.
For these reasons, the purpose of this paper is to compare
the power of several GoF two-sample tests in many different
situations. More in detail, we focused our attention on a
selection of the GoF tests contained in the GoF Statistical
Toolkit.

II. H YPOTHESIS TESTING: THE TWO-SAMPLE PROBLEM

A statistical hypothesis is an assertion about the probability
function of one or more random variables or a statement about
the populations from which one or more samples are drawn.
The inference can concern its form, shape or the parameter
values. Statistical inference is often concerned with the com-
parison between observed data and theoretical functions. It must
be noticed that many applications deal with the comparison of
two samples, in physics as well as in statistics or in other fields.
If the null hypothesisH0 states that the underlying distributions
of the two samples are identical in shape and differ only in
location or scale (thelocation-scaleproblem), many statistical
tests are available, parametric and non-parametric. The distri-
butions considered in these studies cover almost all the range
of possibilities: symmetric, asymmetric and among these last
ones, short, medium and long tailed distributions [10], [11], [?].
In the opposite case, in which the underlying distributions of the
two samples differ also in shape (thegeneral shape alternative
problem), among the ones available in literature Kolmogorov-
Smirnov and Craḿer-von Mises tests are the most known and,
therefore, used [9]. Almost all the studies available in literature
concentrate on location-scale alternatives.
More in detail, let us consider two real valued random
variables X and Y, and let(X1, . . . , Xn) (Y1, . . . , Ym) be
two samples of independent and identically distributed ob-
servations with empirical distribution functions (edf) Fn, and



Hypothesis General Location-scale

H0 F (z) = G(z) F (z) = G(z)

H1 F (z) 6= G(z) F (z) = G( z−θ
τ

)

TABLE I

HYPOTHESIS UNDER STUDY IN THE GENERAL ALTERNATIVE AND IN THE

LOCATION-SCALE PROBLEM.

Gm. Let us consider(Z1, . . . , ZN ) as the combined sample
(X1, . . . , Xn, Y1, . . . , Ym), with N = n + m.
According to these definitions, the two hypothesis under test in
the general alternative and location-scale two-sample problem
are summarised in Table 1. In both cases, the null hypothesis
must be valid for all the values ofz. In the general alternative,
the null hypothesis will be rejected ifF andG will differ for
at least onez. In the location-scale problem, the alternative
hypothesis depends on two parameters:θ (the location param-
eter), andτ (the scale parameter). These two parameters are
subject to the following constraints:−∞ < θ < ∞, θ 6= 0
and/orτ > 0, τ 6= 1.

It must be observed that:

- in the specific caseτ = 1, the alternative hypothesis
concerns a pure location problem,

- if θ = 0, the two-samples test will reduce to a pure scale
alternative.

On the basis of the location-scale alternative hypothesis, it
is stated that the two distributions F and G are differently
located or scaled, but it is assumed that the shape of the two
distributions is the same.
In the general hypothesis, the two distributions F and G are
assumed different, not simply in location and/or scale, but also
in shape. As an example, in this specific case F could be the
gaussian distribution and G the exponential one.

III. G OF TWO-SAMPLE TESTS

GoF tests measure the compatibility of a random sample
with a theoretical probability distribution function or between
the empirical distributions of two different populations coming
from the same theoretical distribution. From a general point
of view, the aim may consist also in testing whether the
distributions of two random variables are identical against the
alternative that they differ in some way.

A. Chi-squared Test

With the purpose of quantifying the measure of the deviation
between two distributions, many software toolkits for physics
data analysis solve the problem by means of the well known
and wide-spread Chi-squared test. This test was introduced to
describe discrete distributions, but it can be useful also in case
of unbinned distributions. In this case the researcher must group
data into classes, sacrificing in this way a good deal of the
information conveyed by the distribution itself. In spite of the
fact that this test has a general applicability, it must be noticed

that the Chi-squared asymptotic distribution isnot valid if the
theoretical frequencies involved in the computation are lower
that 5. For these reasons, a powerful and up-dated statistical
Toolkit for physics data analysis should supplement the Chi-
squared test with other statistical tests, involving individual
sample values.

B. The Kolmogorov-Smirnov Family

A common alternative to the Chi-squared tests includes tests
based on Kolmogorovsedf definition [13]. These tests are:
Kolmogorov-Smirnov (KS) [13], [15], [16], [18], Goodman
[19] andKuiper [17]. In any case, the test statistics is a linear
function of the maximum vertical distance between theedfs
of the two distributions. Tests belonging to the Kolmogorov-
Smirnov family can be applied only tocontinuousdistributions.
Some other limitations are related with the fact that these tests
tend to be more sensitive near the center of the distribution
with respect to the tails.

C. The Anderson-Darling Family

The Anderson-Darling family of tests measures the integrated
quadratic deviation of the twoedfs suitably weighted by a
weighting functionψ(F (x)). Different mathematical formula-
tions of the weighting functionψ define theAnderson-Darling
(AD) [20], [24], [28], Fisz-Cramer-von Mises (CVM) [18],
[22], [25]–[27] andTiku [23] test statistics. These tests can
be performed on both binned or unbinned data and they are
satisfactory for symmetric and right-skewed distributions [21].
It must be pointed out the fact that these tests give more weight
to the tails than the test belonging to the Kolmogorov-Smirnov
type.

IV. T HE GOODNESS-OF-FIT STATISTICAL TOOLKIT

The Goodness-of-Fit Statistical Toolkit [7] is an easy to
use, up-dated and versatile tool for data comparison in physics
analysis. This Toolkit provides some GoF algorithms for the
comparison of data distributions. The GoF Toolkit gathers
together some of the most important GoF tests available in
literature, such as the ones described in the previous Section.
Its aim is to provide a wide set of algorithms in order to test the
compatibility of the distributions of two variables (two-sample
problem).
The GoF Toolkit matches a sophisticated data treatment with
the most advanced computing techniques, such as object ori-
ented technology with the use of design patterns and generic
programming. The adoption of the Abstract Interfaces for Data
Analysis [29] for its user layer decouples the usage of the GoF
Toolkit from any concrete analysis system. The code is open-
source and can be downloaded from the web together with user
and software process documentation [8].



V. TESTS PERFORMANCE ASSESSMENT: POWER

COMPARISON

From its definition, the power of a test represents the
probability P that the test statisticT will lead to the rejection
of the null hypothesisH0:

Power = P (T ∈ R)

It is directly related with the probability of a correct decision,
which implies H0 false. In this case, the power value will
depend on:

- the degree of falseness ofH0,
- the confidence levelα, i.e. the subset of real numbers

chosen forR,
- the sample sizes.

A test is said to be more powerful for a specific alternative
hypothesis if no other test of the same size has greater power
against the same alternative.
Power comparisons in non-parametric testing are generally
performed in the following way:

1) selecting the specific hypothesis tests one is interested in,
2) designing for every test the same hypothesis testing

situation.

VI. POWER STUDY

We define apseudoexperimenta random drawing of two
samples;S1 of size n and S2 of size m, from a parent
distribution. Given these two samples, we can calculate the
distance,d, between them according to the GoF statistical test
described in detail in Section III, and then from the distance we
can calculate the corresponding p-value. For each test, the p-
value computed by the GoF Toolkit derives from the analytical
calculation of theasymptoticdistribution, often depending on
the samples sizes.
For each pseudoexperiment we obtain:

S
(j)
1 , S

(j)
2 → d(j), p(j)

where j = 1, . . . , k, with k representing the number of
pseudoexperiments performed.
With the aim of avoiding bias, the two samples object of the
comparison are drawn from the probability distributions, which
were investigated in a recent paper [9]. These distributions
differ in shape, covering at the same time a wide range of short-
tailed up to very long tailed distributions as well as symmetric
ones. They include also two different functions deriving from
the contamination of normal distributions.
With the aim of quantifying these parameters, two indexes are
introduced, askewnessindex and atailweight index [9]:

S =
x0.975 − x0.5

x0.5 − x0.025
,

T =
x0.975 − x0.025

x0.875 − x0.125
.

Distributions are classified in terms ofS andT as follows:
• S = 1: the distribution is a symmetric one,

Probability distributions SkewnessS Tailweight T

f1 uniform 1 1.267
f2 N(0, 1) 1 1.704
f3

1
2
e−|x| 1 2.161

f4
1
π

1
1+x2 1 5.263

f5 e−x 4.486 1.883
f6 0.9N(0, 1) + 0.1N(0, 9) 1 1.991
f7 0.5N(1, 4) + 0.5N(−1, 1) 1.769 1.693

TABLE II

DETAILS OF THE SEVEN PARENT PROBABILITY DISTRIBUTIONS FROM

WHICH THE TWO SAMPLES WERE DRAWN. COLUMNS THREE AND FOUR

INDICATE THE MEASURES OF SKEWNESS AND TAILWEIGHT OF THE

DISTRIBUTIONS.

• S < 1: the distribution is skewed to the left,
• S > 1: the distribution is skewed to the right,
• T is always greater than one, the longer the tail, the greater

the value ofT .
The measures ofS andT are location and scale invariant. The
seven parent distributions are listed in Table 2, together with
their S andT indexes.
Power is evaluated as the ratio of the number of correctly
rejected pseudoexperiments with respect to the numberk of
pseudoexperiments performed. To evaluate the power of the
specific tests we generatedk = 1000 pairs of equal-sized
samples (n = m = 25, 40, 60 in this study). The confidence
level was set to 5%.

VII. R ESULTS

Because of the limited number of pages, we are going
to summarise the results obtained providing in any of the
following subsections only a few examples.

A. Location and scale alternatives

As the p-value derives from the analytical calculation of the
asymptotic distribution, there is an evident dependence on the
sample size. Power increases proportionally to the samples size.
When the asymptotic limit is reached, the GoF tests power
approaches the confidence level set (α = 0.05).

B. Different shape alternatives

1) Symmetric versus symmetric:Let us fix one of the two
parent distributions: the double exponential. Let us compare
it with samples drawn from the other symmetric distributions
considered (presenting different tailweights values). We find
that:
• for short- and medium-tailed distributions the different

tests have almost the same power (as an example, KS∼
CVM ∼ AD),

• for long-tailed distributions the AD test turns out to have
a power that is double with respect to the other tests (as
an example, KS∼ CVM < AD).

Quantitative results concerning this issue are presented in Table
3.



Tailweight Power KS Power CVM Power AD

1.704 5.1 5.7 5.4
1.991 7.1 6.8 6.5
5.263 9.7 9.6 18.5

TABLE III

GENERAL SHAPE ALTERNATIVE PROBLEM: SYMMETRIC PARENT

DISTRIBUTION VERSUS SYMMETRIC PARENT DISTRIBUTION. FIXED ONE OF

THE TWO PARENT DISTRIBUTIONS(f3), WE SEE THAT THE POWER

(EXPRESSED IN%) OF THE TESTS INCREASES WITH THE TAILWEIGHT OF

THE SECOND PARENT DISTRIBUTION. FOR A SHORT- AND /OR

MEDIUM -TAILED DISTRIBUTION THE THREE TESTS SELECTED SEEM TO BE

EQUIVALENT, WHILE IN THE CASE OF A LONG-TAILED ONE THE AD TEST

HAS A POWER DOUBLE THAN THE OTHER ONES.

2) Skewed versus symmetric:Let us consider the practical
example of the skewed distributionf7 (S = 1.769) and let
us compare it respectively with three symmetric ones (S = 1)
having different tailweightsT :

• f7 ↔ f2,
• f7 ↔ f6,
• f7 ↔ f3.

We obtain that in any case the AD test turns out to be the
most powerful test, with respect to the KS and CVM ones.
More in detail, the KS power decreases as the tailweight of
the second parent distribution considered increases, while the
CVM power shows the opposite behavior.

On the basis of the results obtained in this study and
very briefly illustrated in the previous Sections, we provide a
very schematic guideline. To select one test in practice:

1) first classify the type of the distributions in terms of
skewnessS and tailweightT ,

2) choose the most appropriate test for the classified type of
distribution on the basis of the following criteria:

Short-tailed Medium-tailed Long-tailed
(1 < T < 1.3) (1.3 < T < 2) (T > 2)

S ∼ 1 KS KS-CVM CVM-AD
S > 1.5 KS-AD AD CVM-AD

Of course this is only a schematic classification of the
results we obtained on the basis of the features of the parent
distributions we considered. The thresholds between short-,
medium- and long-tailed distributions are to be considered only
indicative and not as absolute values. The same is for the
threshold for skewness. Further studies are in progress aimed
at investigating much in detail this issue.

VIII. R EAL DATA EXAMPLES

On the basis of the results achieved, let us consider two
practical real data examples:

- Example 1: an X-ray fluorescence spectrum (see Fig. 2a),
- Example 2: a dosimetric distribution from a medical

LINAC (see Fig. 2b).

In both cases, we would like to compare two data-distributions
F andG, one coming from experimental data (X-variable) and
the other from Geant4 simulations (Y -variable). The aim is to
measure the compatibility of the two distributions.
What are the most suitable GoF tests for these data? In order
to take a decision, let us calculate for both X- and Y-variables
the values ofS andT :

Example 1 S1 T1 Example 2 S2 T2

X-variable 4.00 1.43 X-variable 1.53 1.34
Y -variable 4.00 1.50 Y -variable 1.27 1.36

• Example 1: both theX- andY -variables have a medium
tail, but they are extremely skewed. On the basis of the
results scheme we select the Anderson-Darling test.

• Example 2: both theX- and Y -variables have a short-
medium tail, with a moderate skewness. On the basis of
the results scheme we select the Kolmogorov-Smirnov test.

The following Table summarises the statistical results obtained
in these two practical two-sample problems.

Test selected Test statistics Test result

Anderson-Darling A2 = 0.085 p > 0.05
Kolmogorov-Smirnov D = 0.27 p > 0.05

IX. CONCLUSIONS

This paper summarises a general and wide study concerning
the comparison of several non-parametric test (the two-sample
problem). Both the location-scale problem and the general
shape one have been considered with several different-shaped
distributions (from symmetric to skewed, including short-,
medium- and long-tailed ones).
As a general consideration, it turns out that there is no clear
winner among all the GoF tests considered for all the parent
distributions selected. Probably this is related to the fact that
the different tests behave better/worse depending on the specific
distributions we are considering (in terms of their skewnessS
and tailweightT ).
As a general guideline, following [9], [30], [31], we suggest to
classify the type of underlying distribution functionsF andG
with respect to some measures like skewnessS and tailweight
T and then to select the most appropriate GoF test.
Deeper studies are now in progress aimed at investigating this
crucial issue, that is almost neglected even in the statistics
domain, further.
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