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Fig. 24. Cross section, : EEDL (empty circles), BEB model (empty
squares), DM model (empty triangles) and experimental data from [85] (green
upside-down triangles), [86] (turquoise asterisks), [98] (pink stars), [99] (black
circles), [100] (blue triangles) and [101] (red squares).

Fig. 25. Cross section, : EEDL (empty circles), BEB model (empty
squares), DM model (empty triangles) and experimental data from [102] (pink
stars), [103] (red squares), [104] (blue triangles), [105] (black circles), [106]
(green upside-down triangles) and [107] (turquoise asterisks).

Fig. 26. Cross section, : EEDL (empty circles), BEB model (empty
squares), DM model (empty triangles) and experimental data from [102] (black
circles), [108] (red squares) and [109] (blue triangles).

physics phenomena that contribute to experimentally measured
ionization cross sections.

Fig. 27. Cross section, : EEDL (empty circles), BEB model (empty
squares), DM model (empty triangles) and experimental data from [102] (black
circles).

Fig. 28. Cross section, : EEDL (empty circles), BEB model (empty
squares), DM model (empty triangles) and experimental data from [102] (black
circles).

Fig. 29. Cross section, : EEDL (empty circles), BEB model (empty
squares), DM model (empty triangles) and experimental data from [102] (black
circles) and [110] (red squares).

The neglected contribution of excitation-autoionization could
be also a reason for the rather poor compatibility of EEDL with
experiment below 250 eV; nevertheless, no firm conclusion can
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Fig. 3. Difference between shell binding energies in various compilations
and binding energies in Williams’ one versus atomic number: EADL (red cir-
cles), Carlson (blue squares), Table of Isotopes 1996 (black down triangles),
Table of Isotopes 1978 (green up triangles), Sevier 1979 (pink stars), Bearden
and Burr (empty circles).

Fig. 4. Difference between shell binding energies in various compilations
and binding energies in Williams’ compilation versus atomic number: EADL
(red circles), Carlson (blue squares), Table of Isotopes 1996 (black down tri-
angles), Table of Isotopes 1978 (green up triangles), Sevier 1979 (pink stars),
Bearden and Burr (empty circles).

EADL and Williams’ K shell binding energies is plotted sepa-
rately from the other compilations, since the scale is approxi-
mately a factor 30 larger.

The differences are of the order of a few electronvolts across
the various empirical compilations, as illustrated in Fig. 1, while
they are larger between EADL and the empirical compilations,
especially for inner shells, as shown in Fig. 2; they can reach a
few hundred electronvolts for the K shell of heavier elements.
The empirical compilations derive from a common source
(Bearden and Burr’s review); therefore it is not surprising that
they exhibit some similarities.

III. STRATEGY OF THE STUDY

The study documented in this paper is driven by pragmatic
motivations. The analysis is focused on quantifying the accu-
racy of binding energy compilations used in Monte Carlo sys-
tems, and their impact on physics models of particle transport

Fig. 5. Difference between shell binding energies in various compilations
and binding energies in Williams’ compilation versus atomic number: EADL
(red circles), Carlson (blue squares), Table of Isotopes 1996 (black down tri-
angles), Table of Isotopes 1978 (green up triangles), Sevier 1979 (pink stars),
Bearden and Burr (empty circles).

Fig. 6. Difference between shell binding energies in various compilations
and binding energies in Williams’ compilation versus atomic number: EADL
(red circles), Carlson (blue squares), Table of Isotopes 1996 (black down tri-
angles), Table of Isotopes 1978 (green up triangles), Sevier 1979 (pink stars),
Bearden and Burr (empty circles).

and on experimental observables produced by the simulation.
The evaluation aims at identifying one or more optimal options
for Monte Carlo applications in experimental practice. A com-
prehensive review of the physical ground, experimental mea-
surements and methods of calculations of electron binding en-
ergies is outside the scope of this paper.

Two complementary approaches are adopted: direct valida-
tion of tabulated electron binding energy values and the eval-
uation of effects on related physics quantities, like ionization
cross sections and X-ray fluorescence emission. Both analyses
involve comparisons with experimental data and a comparative
appraisal of the accuracy of the various compilations. The set of
related physics quantities examined in the paper reflects the use
of electron binding energies in Geant4, which concerns the cal-
culation of the energy of fluorescence X-rays and Auger elec-
trons, the simulation of Compton scattering with bound elec-
trons and the computation of proton ionization cross sections,
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simulation histograms, ntuples analysis 

You are free to use 
whatever you want 

You are free to use 
whatever you want 

Nowadays… 

Text file 
AIDA implementation 
ROOT  
… 

GnuPlot 
MATLAB 
iAIDA 
JAS 
Open Scientist 
PAIDA 
ROOT  
… 
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Different conceptual models 
begin of run 
Create histograms, ntuples 

event loop 
Fill (accumulate) 

histograms, 
ntuples 

end of run 
Store histograms, ntuples 

data analysis 

data 

data analysis 

Strong as a producer 
of analysis objects 

Outstanding data 
analysis capabilities 
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AIDA - Abstract Interfaces for Data Analysis  

! Started in 1999, defining full set of interfaces  
− http://aida.freehep.org   

“The goal of the AIDA project is to define abstract 
interfaces for common physics analysis objects, such 
as histograms, ntuples, fitters.  
The adoption of these interfaces makes it easier for developers and 
users to select and use different tools without having to learn new 
interfaces or change their code.  

In addition it is possible to exchange data (objects) 
between AIDA compliant applications through a 
standard XML format.” 
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AIDA objects 
! Data types  

− Histograms 1D, 2D, 3D as statistical entities  
§  also “dynamic”/”unbinned” ones (“Clouds”)  

−  Profile Histograms  
− Ntuple  
− DataPoints  

§  vectors of “free form” N-dim data with errors  

! Non-data types  
− Annotations to add statistics/summary and “free form” info 

provided by user (key/value pairs)  
−  Fitter, Functions, Plotter, Analyzer  

! Defined XML format for data storage  
−  “.aida” files (compressed XML)  
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AIDA implementations 
! Modular design to maximise flexibility  

−  Factory pattern to create objects  
−  Plugin modules for different implementations  

§  e.g. native, Root, HBook stores to read/write histograms and tuples  

! Implementations of interfaces in several languages  
− C++  

§  iAIDA - http://iaida.dynalias.net  
§  OpenScientist - http://openscientist.lal.in2p3.fr  

−  Java  
§  JAS (Java Analysis Studio) - http://jas.freehep.org 

−   Python  
§  paida - http://paida.sourceforge.net  

! Flexibility through XML data interchange format  
−  “.aida” files can be read by all across languages  
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R 

! R is a language and environment for statistical computing and 
graphics 
−  Similar to S (can be considered as a different implementation of S) 

! GNU project  
! Provides a wide variety of statistical and graphical tools 
! It is highly extensible 
! Used by a huge multi-disciplinary community 
! Strong at producing well-designed, publication-quality plots  
! Runs on Windows, MacOs X, Linux (various distros) 

In 1998 John Chambers won the ACM Software Systems award for 
the S language, which the ACM heralded as having  

"forever altered how people  
analyze, visualize, and manipulate data” 
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Getting the best 
of both worlds 

! A lightweight 
system for dealing 
with analysis objects 
in experimental 
software scenarios 

! A powerful, 
extensible data 
analysis system 

! A transparent bridge 
between the two 

begin of run 
Create histograms, ntuples 

event loop 
Fill  

histograms, 
ntuples 

end of run 
Store histograms, ntuples 

data analysis 
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aidar - Interfacing AIDA with R  
! Interface to read AIDA XML files into R  

− Exploiting the power of R for analysis  
− Using the existing XML package in R 

! aidar converts AIDA objects from (XML) file into data.frames  
− Histograms, Clouds, Profiles, Ntuples  
− getFileInfo(<fileName>) to get overview  

! Developer version available from github:  
− https://github.com/apfeiffer1/aidar  

! Easy install via devtools package (see Readme on github)  
! Plan to have it as regular CRAN module by end November  

Seamless data production and analysis, transparent use in R 
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Initialization (start of run) 
  // Create the analysis factory and the tree factory 
 … 

  // Creating a tree mapped to a new XML file 
  std::auto_ptr< AIDA::ITree > tree( tf->create( "comptoncs.xml", "xml", readOnly,   createFile, "uncompressed" ) ); 
 

  // Create a tuple factor and a histogram factory 
… 

  // Create a 1D histogram   
  AIDA::IHistogram1D* hSigma = hf->createHistogram1D("10","Cross section", 100,0.,1.); 
 

  // Create a ntuple 
  AIDA::ITuple* ntuple = tpf->create( "1", "Compton cross section”,  "float z, e, lib, pen, std" ); 

// Do your calculations in the event/track loop  
…  

// Fill histogram 
hSigma->fill(sigmaEPDL); 
 

// Add data row to Ntuple 
ntuple->fill( ntuple1->findColumn( "z" ), z   ); 
ntuple->fill( ntuple1->findColumn( "e" ), e   ); 
ntuple->fill( ntuple1->findColumn( ”lib" ), sigmaEPDL  ); 
ntuple->fill( ntuple1->findColumn( "pen" ), sigmaPenelope  ); 
ntuple->fill( ntuple1->findColumn( "std" ), sigmaStandard 
ntuple->addRow(); 

Event loop 
// Committing the transaction with the tree 
tree->commit(); 
tree->close(); 

End of run 

e.g. 
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R session 
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Penelope−like

Load devtools and aidar packages 
 
Ø  histoFile = "comptoncs.xml” 
Ø  t1 = getTuple(histoFile, '1') 

Ø  plot(t1$e, t1$lib, …) 

T1 (AIDA ntuple) 
gets converted into 

a R data.frame 
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Recent Geant4 
validation  

BATIý et al.: VALIDATION OF GEANT4 SIMULATION OF ELECTRON ENERGY DEPOSITION 2939

Fig. 3. Relative difference between simulated and experimental longitudinal profiles of deposited energy produced with Geant4 versions 9.1 to 9.6; the simulations
use one of three sets of electron-photon models: based on EEDL and EPDL evaluated data libraries (solid black line), reengineered from Penelope (dashed red
histogram identified as “Pen.”) or included in the “standard” electromagnetic package (dotted blue histogram identified as “Std”). The relative difference at a given
depth is defined as , where is the deposited energy at the considered depth. Color codes are reported in the caption
of this figure and the following to facilitate the appraisal for readers having access to a color version of the paper; different line types allow distinguishing multiple
histograms in a black and white version of the paper.

(i.e. the null hypothesis is rejected), one can conclude that there
is a high likelihood that the two situations represent populations
with different behaviors. This type of analysis also applies when
one examines two closely related subjects: for instance, when
one wants to estimate the effect of a secondary feature (e.g. a
multiple scattering parameter), while the main electron–photon
physics settings that characterize the simulation are common to
both configurations being evaluated.
Appropriate 2 2 contingency tables are built for this pur-

pose, based on the results of the test of Section V-A: they
report on one diagonal the number of test cases where both cat-
egories (e.g. Geant4 simulation configurations) subject to evalu-
ation “pass” or “fail” the test of Section V-A, and on the other
diagonal the number of test cases where one category “passes”
the test, while the other one “fails.” An example of their con-
figuration is shown in Table VII.
McNemar’s test [57] is applied to the analysis of related data

samples. This test focuses on the significance of the discordant
results, i.e. the number of test cases where one category “passes”
the test and the other one “fails.” The null hypothesis for Mc-
Nemar’s test is that the proportions of discordant results is the
same in the two cells corresponding to “pass–fail” or “fail–pass”
associated with the two categories subject to test.

Fig. 4. Longitudinal energy deposition in carbon: experimental data from [1]
(black dots) and simulations with Geant4 versions 9.1 to 9.6, usingmodels based
on EEDL and EPDL evaluated data libraries. The error bars of the experimental
data points are not visible, when they are smaller than the symbol size.

The calculation of McNemar’s test is performed using either
the asymptotic distribution or the binomial distribution [58]:

BATIý et al.: PHOTON ELASTIC SCATTERING SIMULATION: VALIDATION AND IMPROVEMENTS TO GEANT4 1645

Fig. 2. Differential cross section as a function of scattering angle for representative energies and target elements: experimental measurements (black circles),
calculations based on S-matrix (SM, black empty squares) and on EPDL (red circles). The S-matrix calculations account for Rayleigh scattering and nuclear
Thomson scattering; S-matrix calculations limited to the Rayleigh scattering amplitude are shown as a blue dashed line. The sources of experimental data are
documented in Tables III and IV.

elastic scatteringmeasurements alongwith the values calculated
by representative simulation models for the same energy and
scattering angle settings.
Experimental differential cross sections are the result of all

the physics processes that contribute to photon elastic scattering,
while the simulation models evaluated in this paper account for
the Rayleigh scattering amplitude only or, in the case of the
model based on S-matrix calculations, for the sum of Rayleigh
and Thomson scattering amplitudes. This feature is evident in
Fig. 3, which includes some of the higher energy measurements
in the experimental data sample: other processes, such as Del-
brück scattering, should be taken into account in the simulation,

along with Rayleigh scattering, to model photon elastic scat-
tering accurately at higher energies. The plots also expose some
characteristics of the experimental data: systematic effects af-
fecting some of the measurements, and the presence of outliers
in the experimental sample.
The distributions in Figs. 4 and 5 illustrate the difference be-

tween calculated and measured differential cross sections, for
a few representative models: two options based on the form
factor approximation, respectively using the form factors tab-
ulated in EPDL97 and modified form factors with anomalous
scattering factors, and themodel based on S-matrix calculations.
Fig. 4 shows the relative difference between simulated and ex-

BATIý et al.: VALIDATION OF GEANT4 SIMULATION OF ELECTRON ENERGY DEPOSITION 2949

TABLE XII
P-VALUES OF TESTS COMPARING THE COMPATIBILITY OF SIMULATIONS USING
GEANT4 ELECTRON–PHOTON MODELS BASED ON EEDL–EPDL AND MODELS

ORIGINATING FROM PENELOPE WITH EXPERIMENTAL DATA

TABLE XIII
P-VALUES OF TESTS COMPARING THE COMPATIBILITY OF SIMULATIONS USING
GEANT4 ELECTRON–PHOTON MODELS BASED ON EEDL-EPDL AND MODELS

IN THE STANDARD PACKAGE WITH EXPERIMENTAL DATA

TABLE XIV
P-VALUES OF TESTS COMPARING THE COMPATIBILITY OF SIMULATIONS USING
GEANT4 ELECTRON–PHOTON MODELS ORIGINATING FROM PENELOPE AND

MODELS IN THE STANDARD PACKAGE WITH EXPERIMENTAL DATA

TABLE XV
P-VALUE OF MCNEMAR’S TEST COMPARING THE COMPATIBILITY WITH
EXPERIMENTAL LONGITUDINAL ENERGY DEPOSITION PROFILES SIMULATED

BY GEANT4 9.1 AND THOSE OF LATER VERSIONS

TABLE XVI
EFFECT OF MULTIPLE SCATTERING CONFIGURATION ON THE COMPATIBILITY
WITH EXPERIMENTAL ENERGY DEPOSITION PROFILES IN SIMULATIONS

PRODUCED WITH GEANT4 9.5

with the default configuration to 0.23 0.08 with G4UrbanM-
scModel93. The efficiency obtained with Geant4 9.5 andG4Ur-
banMscModel93 is comparable to that obtained with Geant4
9.4, where the same model is instantiated in the default mul-
tiple scattering configuration. This result hints that G4Urban-
MscModel93 could be responsible for the lower compatibility
with experimental data of simulations produced with Geant4 9.4
generally observed in the validation tests documented in this
paper. Scarce documentation about the physics features, soft-
ware implementation and evolution of Urbanmultiple scattering
calculation is available in the literature and in Geant4 software

Fig. 14. Longitudinal energy deposition in carbon produced with two multiple
scattering models implemented in Geant4: Goudsmit–Saunderson and variants
of the Urbanmodel. The plots shows experimental data from [1] (black dots) and
simulations with Geant4 versions 9.1 to 9.6, using models based on EEDL and
EPDL evaluated data libraries. The Goudsmit–Saunderson multiple scattering
model was first released in Geant4 version 9.3. Simulation results for Geant4 9.5
are omitted for better clarity of the plot, since they are very similar to those of
Geant4 9.6. The error bars of the experimental data points are not visible when
they are smaller than the symbol size.

manuals; therefore, the identification of the features in the two
examined variants of the Urban model that are responsible for
significantly different behavior is not practically feasible within
the scope of this paper.

F. Multiple Scattering With Goudsmit–Saunderson and Urban
Models
An implementation based on Goudsmit–Saunderson calcula-

tions [61], [62], specialized for the transport of electrons, has
been available in Geant4 for the simulation of multiple scat-
tering since version 9.3 [27]. An example of energy deposition
profiles obtained activating this multiple scattering model in the
simulation application is illustrated in Fig. 14, where profiles
produced with the default variant of the Urban model are also
shown.
The contribution of the Goudsmit–Saunderson multiple

scattering implementation to simulation accuracy has been
estimated by evaluating the longitudinal energy deposition
patterns produced in a physics configuration, where this model
is activated in place of the default “Urban” algorithm. These
simulations were produced with the electron–photon models
based on EEDL–EPDL data libraries: thanks to the higher
“efficiency” associated with this set of electron–photon models
with respect to the two other modeling options, statistically
significant variations of the simulation accuracy are more easily
visible in the distributions produced with different multiple
scattering options along with EEDL–EPDL electron–photon
models.
The p-values resulting from the tests in the experimental

configurations of [1] are listed in Table XVII. The number
of test cases that pass or fail the test with 0.01 signifi-
cance is reported in Table XVIII. The efficiency, defined as in
Section VI-A, is listed in Table XIX. The results produced with



Maria Grazia Pia, INFN Genova 14 

1636 IEEE TRANSACTIONS ON NUCLEAR SCIENCE, VOL. 59, NO. 4, AUGUST 2012

Photon Elastic Scattering Simulation: Validation and
Improvements to Geant4

Matej Batiþ, Gabriela Hoff, Maria Grazia Pia, and Paolo Saracco

Abstract—Several models for the simulation of photon elastic
scattering are quantitatively evaluated with respect to a large col-
lection of experimental data retrieved from the literature. They in-
clude models based on the form factor approximation, on S-matrix
calculations and on analytical parameterizations; they exploit pub-
licly available data libraries and tabulations of theoretical calcula-
tions. Some of these models are currently implemented in general
purpose Monte Carlo systems; some have been implemented and
evaluated for the first time in this paper for possible use in Monte
Carlo particle transport. The analysis mainly concerns the energy
range between 5 keV and a fewMeV. The validation process identi-
fies the newly implemented model based on second order S-matrix
calculations as the one best reproducing experimental measure-
ments. The validation results show that, along with Rayleigh scat-
tering, additional processes, not yet implemented in Geant4 nor in
other major Monte Carlo systems, should be taken into account to
realistically describe photon elastic scattering with matter above
1 MeV. Evaluations of the computational performance of the var-
ious simulation algorithms are reported along with the analysis of
their physics capabilities.

Index Terms—Geant4, Monte Carlo, simulation, X-rays.

I. INTRODUCTION

P HOTON elastic scattering is important in various exper-
imental domains, such as material analysis applications,

medical diagnostics and imaging [1]; more in general, elastic in-
teractions contribute to the determination of photon mass atten-
uation coefficients, which are widely used parameters in med-
ical physics and radiation protection [2]. In the energy range
between approximately 1 keV and few MeV, which is the ob-
ject of this paper, the resolution of modern detectors, high inten-
sity synchrotron radiation sources and, in recent years, the avail-
ability of resources for large scale numerical computations have
concurred to build a wide body of knowledge on photon elastic
scattering. Extensive reviews of photon elastic scattering, that
cover both its theoretical and experimental aspects, can be found
in the literature (e.g., [3]–[5]).

Manuscript received February 28, 2012; revisedMay 26, 2012; acceptedMay
31, 2012. Date of publication July 20, 2012; date of current version August 14,
2012. This work was supported in part by CNPq BEX6460/10-0 grant, Brazil.
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This paper addresses this topic under a pragmatic perspec-
tive: its simulation in general purpose Monte Carlo codes for
particle transport. Photon interactions with matter, both elastic
and inelastic, play a critical role in these systems; their mod-
eling presents some peculiarities, because the software must sat-
isfy concurrent requirements of physical accuracy and compu-
tational performance.
Photon-atom elastic scattering encompasses various inter-

actions, but Rayleigh scattering, i.e., scattering from bound
electrons, is the dominant contribution in the low energy régime
and, as energy increases, remains dominant in a progressively
smaller angular range of forward scattering. Rayleigh scattering
models are implemented in all general-purpose Monte Carlo
systems; comparison studies have highlighted discrepancies
among some of them [6], nevertheless a comprehensive, quan-
titative appraisal of their validity is not yet documented in
the literature. It is worthwhile to note that the validation of
simulation models implies their comparison with experimental
measurements [7]; comparisons with tabulations of theoretical
calculations or analytical parameterizations, such as those that
are reported in [8] as validation of Geant4 [9], [10] photon
cross sections, do not constitute a validation of the simulation
software.
This paper evaluates the models adopted by general-purpose

Monte Carlo systems and other modeling approaches not yet
implemented in these codes, to identify the state-of-the-art in
the simulation of photon elastic scattering. Computational per-
formance imposes constraints on the complexity of physics cal-
culations to be performed in the course of simulation: hence the
analysis is limited to theoretical models for which tabulations
of pre-calculated values are available, or that are expressed by
means of simple analytical formulations. To be relevant for gen-
eral purpose Monte Carlo systems, tabulated data should cover
the whole periodic table of elements and an extended energy
range. The accuracy of elastic scattering simulation models is
quantified with statistical methods comparing them with a wide
collection of experimental data retrieved from the literature; the
evaluation of physics capabilities is complemented by the es-
timate of their computational performance. These results pro-
vide guidance for the selection of physics models in simula-
tion applications in response to the requirements of physics ac-
curacy and computational speed pertinent to different experi-
mental scenarios.
Special emphasis is devoted to the validation and possible im-

provement of photon elastic scatteringmodeling in Geant4; nev-
ertheless, the results documented in this paper can be of more
general interest also for other Monte Carlo systems.

0018-9499/$31.00 © 2012 IEEE
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Validation of Geant4 Simulation of Electron
Energy Deposition

Matej Batiþ, Gabriela Hoff, Maria Grazia Pia, Paolo Saracco, and Georg Weidenspointner

Abstract—Geant4-based simulations of the energy deposited by
electrons in various materials are quantitatively compared to high-
precision calorimetric measurements taken at Sandia Laborato-
ries. The experimental data concern electron beams of energy be-
tween a few tens of kilolectron volt and 1 MeV at various inci-
dence angles. Two experimental scenarios are evaluated: the longi-
tudinal energy deposition pattern in a finely segmented detector,
and the total energy deposited in a larger size calorimeter. The
simulations are produced with Geant4 versions from 9.1 to 9.6;
they involve models of electron–photon interactions in the stan-
dard and low energy electromagnetic packages, and various imple-
mentations of electron multiple scattering. Significant differences
in compatibility with experimental data are observed in the lon-
gitudinal energy deposition patterns produced by the examined
Geant4 versions, while the total deposited energy exhibits smaller
variations across the various Geant4 versions, with the exception
Geant4 9.4. The validation analysis, based on statistical methods,
shows that the best compatibility between simulation and experi-
mental energy deposition profiles is achieved using electromagnetic
models based on the EEDL and EPDL evaluated data libraries
with Geant4 9.1. The results document the accuracy achievable in
the simulation of the energy deposited by low energy electrons with
Geant4; they provide guidance for application in similar experi-
mental scenarios and for improving Geant4.

Index Terms—Dosimetry, electrons, Geant4, Monte Carlo, sim-
ulation.

I. INTRODUCTION

T HE simulation of the interactions with matter of electrons
and of their secondary particles is one of the main tasks

of any Monte Carlo codes for particle transport. The resulting
energy deposition is relevant to a wide variety of experimental
applications, where electrons contribute to determine experi-
mental observables either as primary or secondary particles.
High-precision experimental measurements [1]–[5] were

performed at the Sandia National Laboratories, specifically
for the validation of the ITS (Integrated Tiger Series) [6]
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simulation code: they concern electrons with energies ranging
from a few tens of keV to 1 MeV and involve various target
materials and electron incidence angles. These experimental
data are still regarded as the most comprehensive reference
for benchmarking the simulation of energy deposition by low
energy electrons: they have been exploited in the validation
[7]–[15] of numerous general-purpose Monte Carlo codes
other than the ITS system, for which the measurements were
originally intended, such as EGS [16], EGSnrc [17], Geant4
[18], [19], MCNP [20], MCNPX [21], and Penelope [22].
The validation of simulated electron energy deposition in [15]

concerns two versions of Geant4, 8.1p02 and 9.1: the latter
was the latest version available at the time when the article
was written. Some differences in compatibility with experiment
were observed between the two Geant4 versions, which were
ascribed to evolutions in Geant4 multiple scattering implemen-
tation.
Statements of improvements to Geant4 simulation of elec-

tromagnetic interactions have been reported in the literature
[23]–[26] since the publication of [15], and a multiple scattering
model specifically addressing the transport of electrons [27] has
been introduced in the Geant4 toolkit. This paper documents
quantitatively how these evolutions in Geant4 electromagnetic
physics domain affect the accuracy of the simulation of the en-
ergy deposited by low energy electrons: it reports comparisons
between experimental data in [1]–[4] and simulations based on
Geant4 versions from 9.1 to 9.6, which span five years’ Geant4
development.
In this respect, it is worthwhile to note that several versions

of Geant4 are actively used in the experimental community at
any given time, not limited to the latest release: in fact, despite
the fast release rate of Geant4 of one or two new versions per
year, often complemented by correction patches, experimental
projects usually require a stable simulation production environ-
ment for large portions of their life-cycle and retain a Geant4
version in their simulation productions for an extended period,
even though new versions may become available in the mean-
time.
Besides the effects due to the evolution of Geant4 electro-

magnetic physics, this paper evaluates quantitatively another
issue of experimental relevance: the sensitivity to physics mod-
eling features in relation to the geometrical granularity of the
detector.
The results of this validation analysis provide guidance

to experimental users in optimizing the configuration of
Geant4-based applications in scenarios concerned by the sim-
ulation of the energy deposited by low energy electrons. This
investigation may be relevant also to high energy experiments,
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