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Aging 
! Our Monte Carlo codes are getting old 
! (Monte Carlo) simulation gets more and 

more popular in experimental practice 
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Revisiting old successes 

How does it look like a few years later? 

Validation of Geant4 low energy physics
models against electron energy

deposition and backscattering data
Anton Lechner, Student Member, IEEE, Maria Grazia Pia and Manju Sudhakar

Abstract—A comprehensive and systematic validation of
Geant4 electromagnetic physics models, relevant to the low-
energy domain (≤ 1 MeV), was performed. Considering different
materials, the energy deposition pattern and backscattering are
investigated for electron beams of varying energies and incident
angles. The obtained simulation results are compared against
high-precision experimental data. The study provides an useful
guidance for low-energy physics simulation applications based on
the Geant4 toolkit.

Index Terms—Geant4, validation, low-energy electrons.

I. INTRODUCTION

THE electron transport in matter is fundamental to simu-
lation applications involving electrons either as primary

particles or secondary products; thus a detailed understanding
of the accuracy of relevant models with respect to experimental
data is of great importance for Monte Carlo developers and
users. Systematic investigations of the simulation accuracy
over a variety of conditions, covering different materials and
energies, allow to obtain a global picture of the abilities and
shortcomings of physics models.

The study presented here addresses a comprehensive val-
idation of Geant4 [1], [2] electron energy deposition and
backscattering simulations for a variety of target materials,
incident angles and beam energies in the low-energy range (≤1
MeV). Simulation results are compared against experimental
data in [3], [4]. Earlier attempts exist to validate Geant4 against
these measurements, but they consider only a limited subset of
the available experimental data (see e.g. [5], [6]). The current
validation project has as its primary objective the coverage of
the complete experimental data set. An initial, still significant
collection of results is presented, focusing on Geant4 library-
based interactions models (see section II).

II. GEANT4 ELECTROMAGNETIC PHYSICS

The current validation process examines the accuracy
achievable with Geant4 physics models describing the elec-
tromagnetic interactions of electrons and photons. The Geant4
toolkit offers alternative physics process implementations ap-
plicable to simulations in the low-energy domain, which are
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contained in the Low-Energy [7] and in the Standard [8]
electromagnetic packages. The relevant physics processes for
electrons and photons and the corresponding implementations
are summarized in Table I.

The Low-Energy package contains two alternative ap-
proaches for both electrons and photons: one relying on the
parametrization of data libraries (EEDL [9] for electrons and
EPDL [10] for photons) and the second utilizing analytical
descriptions originally developed for the Penelope Monte
Carlo code [11], [12]. Only results corresponding to the EEDL
and EPDL parametrizations are presented in this paper.

A unique implementation of the multiple-scattering process
exists in Geant4, which is part of the Standard package; this
process is used in all the simulations described here.

III. EXPERIMENTAL DATA

The experimental data considered for the radiation study
derive from [3] and [4]. The first reference includes a com-
prehensive collection of energy deposition measurements from
incident electrons as a function of penetration depth in various
targets, while the latter one provides a variety of experimental
electron energy and charge albedos. Both data sets cover
different target materials, spanning a wide range in atomic
number (from beryllium to uranium). The measured data sets
were originally intented for validating the TIGER code [13].
The uncertainty in the dose deposition is <2.2% [3].

For both experimental setups, calorimetric measurement
techniques were applied to determine the physical observables
under investigation:

• Longitudinal energy delivery pattern. To measure the
energy deposition at a specified distance from the target
surface, a calorimeter foil was placed between a front
layer and a “semi-infinite” backward layer, i.e. a slab
thicker than the range of most electrons. The calorimeter
was made of the same material as the entire target
configuration.
For a given front slab, the measurement depth was deter-
mined as the slabs’ thickness plus half the calorimeter
thickness. Measurements were performed for different
thicknesses of the front layers.

• Backscattering. The fractions of energy and charge
backscattered from the target surface were determined
indirectly by measuring the energy deposition and the
current in a calorimeter. The albedos were then obtained
by taking the complement, where for the energy albedos a
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Validation of Geant4 Low Energy Electromagnetic
Processes Against Precision Measurements of

Electron Energy Deposition
Anton Lechner, Maria Grazia Pia, and Manju Sudhakar

Abstract—A comparison of energy deposition profiles produced
by Geant4-based simulations against calorimetric measurements
is reported, specifically addressing the low energy range. The en-
ergy delivered by primary and secondary particles is analyzed as
a function of the penetration depth. The experimental data con-
cern electron beams of energy between approximately 50 keV and
1 MeV and several target materials of atomic number between 4
and 92. The simulations involve different sets of physics process
models and versions of the Geant4 toolkit. The agreement between
simulations and experimental data is evaluated quantitatively; the
differences in accuracy observed between Geant4 models and ver-
sions are highlighted. The results document the accuracy achiev-
able in use cases involving the simulation of low energy electrons
with Geant4 and provide guidance to the experimental applications
concerned.

Index Terms—Calorimeter, dosimetry, Geant4, Monte Carlo,
simulation.

I. INTRODUCTION

T HE transport of electrons in matter is fundamental to the
simulation of a large variety of experimental problems,

where electrons are involved either as primary particles or sec-
ondary products of interaction. Systematic investigations of the
accuracy of physics simulation models over a variety of condi-
tions, encompassing different interacting materials and electron
energies, allow both Monte Carlo developers and users to obtain
a comprehensive appraisal of the abilities and shortcomings of
available simulation tools.

The study presented here addresses the validation of
processes in the Geant4 [1], [2] Low Energy Electromag-
netic package [3], [4]: the energy deposited by electrons in
Geant4-based simulations is compared against experimental
data from [5] for various target materials, incident angles, beam
energies and simulation models.

These high precision experimental measurements have been
considered a valuable reference for Monte Carlo systems; they
were originally meant for the validation of the ITS (Integrated
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Tiger Series) [6] system, but they have been exploited in various
validation studies of Monte Carlo codes, like [7]–[11]. They
still represent the most comprehensive set of reference data for
benchmarking simulation models of electron energy deposition
in the low energy range, including various materials, primary
electron energies and incident angles.

Previous evaluations of Geant4 physics models [13]–[16]
were performed against these experimental measurements:
they concerned a subset of the available data, limited to a few
materials and beam settings; [14] was specifically focussed on
the optimization of user-defined parameters in the simulation
application, while [13] investigated the effect of parameter set-
tings in an early version of Geant4 multiple scattering model.
The Geant4 toolkit has been subject to further evolutions since
their publication.

This paper presents a comprehensive set of validation results
based on the experimental data concerning single element tar-
gets in [5]. The study is characterized by a faithful reproduction
of the experimental set-up in the simulation and by a quantita-
tive statistical analysis of the results. Two topics were addressed
with particular emphasis in the validation process: the evalua-
tion of effects in dosimetric simulations related to the evolution
of Geant4 multiple scattering algorithm, and the comparison of
the accuracy of two Geant4 sets of physics models specifically
devoted to the low energy domain.

These results complement the comparison [17] of Geant4
electromagnetic models against the NIST Physical Reference
Data [18] as a reference for experimental applications concerned
with the reliability of Geant4-based simulations in the low en-
ergy range.

II. EXPERIMENTAL DATA

The experimental data exploited in this simulation validation
study derive from [5]. The measurement technique is described
in detail in [5] and [19].

The experimental set-up consisted of an electron beam im-
pinging on a target equipped with a calorimeter. The target was
configured with a semi-infinite geometry, in such a way that the
longitudinal profile of the energy deposition could be measured.

The experimental apparatus consisted of a front slab of pas-
sive material, a calorimeter and a so-called “infinite” plate. The
calorimeter was made of a thin foil of the material under in-
vestigation. The front slab consisted of either a single material
or a stack of foils of different materials; the present study con-
cerned only the data taken with a front slab of the same material

0018-9499/$25.00 © 2009 IEEE
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An overview of the electromagnetic (EM) physics of the Geant4 toolkit is presented. Two sets of EM models are 
available: the "Standard" initially focused on high energy physics (HEP) while the "Low-energy" was developed for 
medical, space and other applications. The "Standard" models provide a faster computation but are less accurate for 
keV energies, the "Low-energy" models are more CPU time consuming. A common interface to EM physics models 
has been developed allowing a natural combination of ultra-relativistic, relativistic and low-energy models for the 
same run providing both precision and CPU performance. Due to this migration additional capabilities become 
available. The new developments include relativistic models for bremsstrahlung and e+e- pair production, models of 
multiple and single scattering, hadron/ion ionization, microdosimetry for very low energies and also improvements in 
existing Geant4 models. In parallel, validation suites and benchmarks have been intensively developed. 

KEYWORDS: Geant4, bremsstrahlung, Monte Carlo, multiple scattering, energy loss 
 

 
I. Introduction1 

Geant4 is a general purpose toolkit1,2) for Monte Carlo si-
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mulation of particle transport in matter. The standard EM 
package of Geant41,3-12) provides simulation of EM interac-
tions of particles in the energy interval from 1 keV to 10 PeV. 
It is used for Monte Carlo production for the Large Hadron 

                                 

SNA+Monte Carlo 2010 

 
Abstract— A review of Geant4 model and benchmark 

developments in the framework of an Electron Shielding project 
sponsored by ESA is presented. It includes extensions of electron 
ionisation models to lower energies, development of a new 
standard model of bremsstrahlung and a new angular generator 
of bremsstrahlung, and new standard models of Compton and 
Rayleigh scattering. New validation benchmarks have been 
developed for electron scattering and bremsstrahlung; also a 
simple benchmark tool has been developed for the GRAS tool. 
With the new benchmarks Geant4 simulation results can be 
compared with EGSnrc and Penelope predictions. 

Index Terms— Geant4, gamma rays, physics computing, 
simulation, software tools 

I. INTRODUCTION

EANT4 is a toolkit for Monte Carlo simulation of the 
transportation and interaction of particles in matter [1], 

[2]. It is applicable for a wide variety of applications including 
high energy physics, space and medical science. The Geant4 
electromagnetic standard physics sub-package [3] is an 
important component of the toolkit. In the current report we 
summarise results of recent developments for Standard Geant4 
models used for electron transport simulations and new results 
of validations performed in the framework of the ESA funded 
project. The goals of the project are to improve the accuracy 
of Geant4 simulations of radiation transport of electrons for 
space shielding applications. For these validation studies 
standard, low-energy Livermore and low-energy Penelope 
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models of Geant4 were used. The results were compared with 
experimental data and published results of EGSnrc and 
Penelope codes. 

II. GEANT4 INTERFACE UPGRADE

Recently Geant4 software interfaces for electromagnetic 
physics processes were unified between all electromagnetic 
sub-packages including Standard, Livermore, Penelope and 
DNA [4]. As a result, combined Physics Lists collecting a 
desired set of models from different sub-packages can be built 
per particle type and energy range. The Standard models are 
used above 1 GeV in all cases; for low-energies a selection 
should be made to provide the needed accuracy in a concrete 
Geant4 application efficiently. One of the goals of the current 
project was to study the accuracy of different models for 
different energy ranges and to provide recommendations for 
the Physics List to be used for electron shielding simulations. 

The unification of Geant4 interfaces for electromagnetic 
physics was completed when a common approach for 
simulation of atomic de-excitation had been developed [5]. 
This was achieved by the introduction of a new abstract 
G4VAtomDeexcitation interface and its first concrete 
implementation, G4UAtomicDeexcitation. With this new 
interface the atomic de-excitation module can be activated for 
any electromagnetic or other physics model of Geant4. 

III. GEANT4 MODELS UPGRADE

A. Electron multiple scattering 
The process of multiple scattering (MSC) of charged 

particles is an important component of Monte Carlo transport. 
At high energy it defines the deviation of charged particles 
from ideal tracks, limiting the spatial resolution of detectors. 
Scattering of low-energy electrons defines energy flow via 
volume boundaries, directly affecting all application domains 
including transmission through shielding, and therefore in-
flight predictions of dose inside spacecraft. The Geant4 toolkit 
offers several models of multiple scattering [6]. The 
production model is developed by L.Urban [7] and it is used in 
Geant4 by default.  

New Geant4 Model and Interface Developments 
for Improved Space Electron Transport 

Simulations: First results 
John Allison, Juan Cueto, Vladimir Grichine, Alexander Howard, Sergio Ibarmia, Vladimir 

Ivanchenko, Michel Maire, Giovanni Santin and Laszlo Urban
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TABLE VIII
p-VALUES OF THE TESTS FOR LONGITUDINAL ENERGY DEPOSITION: SIMULATIONS WITH ELECTRON-PHOTON MODELS BASED ON EEDL–EPDL

models in these versions, not exceeding 0.3 for any model: this

observation suggests that the analysis of contingency tables for

these Geant4 versions would have scarce discriminating power

to appreciate differences in accuracy associated with any model.

According to Table XIII, the hypothesis of equivalent com-

patibility with experiment for the electron–photonmodels based

on EEDL–EPDL and the models in the “standard” package is

rejected in Geant4 version 9.1, while it is not rejected in the

later versions. The efficiency of both sets of models is lower in
Geant4 versions later than 9.1, therefore the result of the statis-

tical tests cannot be explained by an improvement of the accu-

racy of the models in Geant4 standard electromagnetic package.

This result could be due to a worse degradation of the accuracy

of the models based on EEDL–EPDL than of the standard ones

in versions later than 9.1, or could be explained by the loss of

discriminating power of the tests over contingency tables when

only a small number of test cases “pass” the test of compat-

ibility between simulation and experiment.

Based on the results in Tables XII and XIII, one can con-

clude that the three sets of electron–photon models contribute to

significantly different simulation accuracy when using Geant4
9.1, while, along with a general degradation of simulation accu-

racy in later Geant4 versions, the selection of electron–photon

models is less critical when using other, more recent versions.

The simulations based on Penelope-like and standard

electron–photon models exhibit statistically equivalent com-

patibility with experimental data: the null hypothesis of

equivalence of the two categories is never rejected in any of the

test cases summarized in Table XIV.

C. Evolution of Penelope-Like Electron-Photon Modeling

The general trend of the results reported in Section VI-B

does not suggest any major variations in the compatibility of

the Penelope-like models with experimental data, where differ-

ences could have arisen due to the update from Penelope 2001

to Penelope 2008. Since classes reengineered from both Pene-

lope versions coexist in Geant4 9.5, it is possible to compare

their accuracy directly in that context.

Longitudinal energy deposition profiles were produced with
Geant4 9.5 using both implementations of Penelope-like elec-

tron–photon models, keeping all other simulation features un-

changed, and were subject to the same analysis procedure. The

results of the test appear similar for the two implementations:

the number of test cases that “pass” the test is 4 and 5, using

code reengineered from Penelope 2008 and 2001 respectively,

while the hypothesis of compatibility with experimental mea-

surements is rejected in 26 and 25 test cases respectively.

The analysis of the resulting 2 2 table does not reject the

hypothesis of equivalent compatibility with experiment using

Penelope 2008 or 2001: the p-value of McNemar’s test is 0.317,

while it is 1 for McNemar’s exact test. These results suggest

that the reengineered Penelope 2008 models do not represent

a significant improvement with respect to the 2001 ones in the
experimental scenario subject to evaluation.

D. Evolution Over Geant4 Versions

One can observe in Fig. 13 a similar trend associated with

all Geant4 electron–photon models: for each modeling option

2934 IEEE TRANSACTIONS ON NUCLEAR SCIENCE, VOL. 60, NO. 4, AUGUST 2013

Validation of Geant4 Simulation of Electron
Energy Deposition

Matej Batiþ, Gabriela Hoff, Maria Grazia Pia, Paolo Saracco, and Georg Weidenspointner

Abstract—Geant4-based simulations of the energy deposited by
electrons in various materials are quantitatively compared to high-
precision calorimetric measurements taken at Sandia Laborato-
ries. The experimental data concern electron beams of energy be-
tween a few tens of kilolectron volt and 1 MeV at various inci-
dence angles. Two experimental scenarios are evaluated: the longi-
tudinal energy deposition pattern in a finely segmented detector,
and the total energy deposited in a larger size calorimeter. The
simulations are produced with Geant4 versions from 9.1 to 9.6;
they involve models of electron–photon interactions in the stan-
dard and low energy electromagnetic packages, and various imple-
mentations of electron multiple scattering. Significant differences
in compatibility with experimental data are observed in the lon-
gitudinal energy deposition patterns produced by the examined
Geant4 versions, while the total deposited energy exhibits smaller
variations across the various Geant4 versions, with the exception
Geant4 9.4. The validation analysis, based on statistical methods,
shows that the best compatibility between simulation and experi-
mental energy deposition profiles is achieved using electromagnetic
models based on the EEDL and EPDL evaluated data libraries
with Geant4 9.1. The results document the accuracy achievable in
the simulation of the energy deposited by low energy electrons with
Geant4; they provide guidance for application in similar experi-
mental scenarios and for improving Geant4.

Index Terms—Dosimetry, electrons, Geant4, Monte Carlo, sim-
ulation.

I. INTRODUCTION

T HE simulation of the interactions with matter of electrons
and of their secondary particles is one of the main tasks

of any Monte Carlo codes for particle transport. The resulting
energy deposition is relevant to a wide variety of experimental
applications, where electrons contribute to determine experi-
mental observables either as primary or secondary particles.
High-precision experimental measurements [1]–[5] were

performed at the Sandia National Laboratories, specifically
for the validation of the ITS (Integrated Tiger Series) [6]
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simulation code: they concern electrons with energies ranging
from a few tens of keV to 1 MeV and involve various target
materials and electron incidence angles. These experimental
data are still regarded as the most comprehensive reference
for benchmarking the simulation of energy deposition by low
energy electrons: they have been exploited in the validation
[7]–[15] of numerous general-purpose Monte Carlo codes
other than the ITS system, for which the measurements were
originally intended, such as EGS [16], EGSnrc [17], Geant4
[18], [19], MCNP [20], MCNPX [21], and Penelope [22].
The validation of simulated electron energy deposition in [15]

concerns two versions of Geant4, 8.1p02 and 9.1: the latter
was the latest version available at the time when the article
was written. Some differences in compatibility with experiment
were observed between the two Geant4 versions, which were
ascribed to evolutions in Geant4 multiple scattering implemen-
tation.
Statements of improvements to Geant4 simulation of elec-

tromagnetic interactions have been reported in the literature
[23]–[26] since the publication of [15], and a multiple scattering
model specifically addressing the transport of electrons [27] has
been introduced in the Geant4 toolkit. This paper documents
quantitatively how these evolutions in Geant4 electromagnetic
physics domain affect the accuracy of the simulation of the en-
ergy deposited by low energy electrons: it reports comparisons
between experimental data in [1]–[4] and simulations based on
Geant4 versions from 9.1 to 9.6, which span five years’ Geant4
development.
In this respect, it is worthwhile to note that several versions

of Geant4 are actively used in the experimental community at
any given time, not limited to the latest release: in fact, despite
the fast release rate of Geant4 of one or two new versions per
year, often complemented by correction patches, experimental
projects usually require a stable simulation production environ-
ment for large portions of their life-cycle and retain a Geant4
version in their simulation productions for an extended period,
even though new versions may become available in the mean-
time.
Besides the effects due to the evolution of Geant4 electro-

magnetic physics, this paper evaluates quantitatively another
issue of experimental relevance: the sensitivity to physics mod-
eling features in relation to the geometrical granularity of the
detector.
The results of this validation analysis provide guidance

to experimental users in optimizing the configuration of
Geant4-based applications in scenarios concerned by the sim-
ulation of the energy deposited by low energy electrons. This
investigation may be relevant also to high energy experiments,

0018-9499 © 2013 IEEE
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How to facilitate negative improvements 

c1 = bg2lim*sig0[iZ]*(1.+hecorr[iZ]*(beta2-beta2lim))/bg2; 
c2 = bg2lim*sig0[iZ+1]*(1.+hecorr[iZ+1]*(beta2-beta2lim))/bg2; 

static const double hecorr[15] = {120.70, 117.50, 105.00, 92.92, 
79.23,  74.510,  68.29, 57.39,  41.97,  36.14, 24.53, 10.21,  -7.855, 
-16.84, -22.30}; 
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What is bad may be good 
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How good? 

! Hardly any systematic, 
comprehensive, quantitative 
validation of the “ingredients”  
of Monte Carlo simulation codes  
is documented in the literature  

! Comparison of simulation results  
and experimental data in use cases 
mainly rests on visual appraisal of 
figures or indicators (%) deprived of 
any statistical relevance 
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Excellent agreement 
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Elusive goodness 

information is still fairly limited, and insufficient for a quan-
titative assessment of the accuracy and limitations of the dif-
ferent theoretical approaches. Figure 6 shows cross sections
for ionization of the K shell of the elements Al, Ar, Ti, Cr,
Ni, and Ge. Calculations are seen to agree reasonably with
the experiments and the agreement is better for the most
recent measurements, which are also expected to be more
accurate.

Figures 7 display calculated and measured cross sections
for the K shell and L subshells of the elements Cu, Sr, Ag,

Xe, W, Au, Pb, and Bi. For the K shells, when there is
enough experimental information available, the degree of
agreement between theory and experiments is seen to be
similar to that of the light elements shown in Fig. 6. In the
case of L subshells, the comparison is not conclusive because
of the considerable uncertainties of experimental data. This
is partially due to the fact that ionization cross sections are
derived from measured x-ray generation cross sections. In
this derivation, use is made of fluorescence yields and
Coster-Kronig coefficients which, in the case of L subshells,
are affected by large uncertainties !of the order of 20% or
larger; see, e.g., Ref. "90#$.

As indicated above, published measured data for ioniza-
tion of inner shells by impact of positrons are very rare.
Figure 8 shows a comparison of calculated and experimental
cross sections for positron impact ionization of the K shells
of copper and silver atoms. Again, due to the scarcity of data,
it is not possible to draw any conclusions from this compari-
son. Figure 8 also displays calculated cross sections for ion-
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Validation of Proton Ionization Cross Section
Generators for Monte Carlo Particle Transport

Matej Batič, Maria Grazia Pia, and Paolo Saracco

Abstract—Three software systems, ERCS08, ISICS 2011 and
Šmit’s code, that implement theoretical calculations of inner shell
ionization cross sections by proton impact, are validated with re-
spect to experimental data. The accuracy of the cross sections they
generate is quantitatively estimated and inter-compared through
statistical methods. Updates and extensions of a cross section data
library relevant to PIXE simulation with Geant4 are discussed.

Index Terms—Geant4, ionization, Monte Carlo, Particle In-
duced X-ray Emission (PIXE), simulation.

I. INTRODUCTION

T HE calculation of inner shell ionization cross sections
by proton and ion impact is an important component of

the simulation of Particle Induced X-ray Emission (PIXE) and
the analysis of experimental PIXE spectra. The Energy-loss
Coulomb Perturbed Stationary State Relativistic (ECPSSR) [1]
theory with its variants is regarded as the standard approach for
cross section calculations in the domain of PIXE applications,
which typically concern the energy range up to a few tens MeV
and the whole range of elements in the periodic system. It
provides inner shell ionization cross sections for PIXE analysis
codes such as GeoPIXE [2], GUPIX [3]–[5], PIXAN [6],
PIXEF [7], PIXYKLM [8], Sapix [9], and TTPIXAN [10], and
for specialized PIXE simulation codes [11]–[13].

Several cross section models for the computation of inner
shell ionization by proton and particle impact are available in a
package for PIXE simulation [14] released in Geant4 [15], [16]
9.4 version; they include models based on the plane wave Born
approximation (PWBA) [17], the ECPSSR model in a number
of variants and a collection of empirical models, deriving from
fits to experimental data. The PWBA and ECPSSR cross sec-
tion models (with variants) exploit tabulations produced by the
ISICS [18] code for K, L and M shells, which have been assem-
bled in a data library [19] publicly distributed by RSICC (Radia-
tion Safety Information Computational Center at the Oak Ridge
National Laboratory).

A new version of ISICS and an entirely new code for the
calculation of ECPSSR cross sections (with variants), ERCS08
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[20], have become available since the publication of the previ-
ously cited paper on Geant4 PIXE simulation. This paper eval-
uates the cross sections deriving from these evolutions, along
with those calculated by Šmit’s code [21] (identified in the fol-
lowing as KIO-LIO), which is consistent with pristine ECPSSR
formulation.

The K and L shell proton ionization cross sections produced
by these three theoretical generators are compared with refer-
ence collections of experimental data to assess their validity, in
compliance with the IEEE Standard for Software Verification
and Validation [22]. The results of this validation process docu-
ment quantitatively the relative merits of the three codes, eval-
uate the impact of the newly available calculations on Geant4
accuracy and identify the state-of-the-art of theoretical cross
sections for PIXE simulation with Geant4.

II. THEORETICAL OVERVIEW

In the PWBA approach [17], the first-order Born approxima-
tion is used in scattering theory to describe the interaction be-
tween an incident charged particle and an atomic target. This
treatment is justified when the atomic number of the projectile
is much smaller than the atomic number of the target, and the
velocity of the incident particle is much larger than the velocity
of the target-atom electron velocities.

The PWBA cross section in the center of mass system for the
ionization of a given shell is given by

(1)

where:

(2)

is the Bohr radius, is the projectile atomic number, is
the effective atomic number of the target atom, is the reduced
universal function, and the reduced atomic electron binding en-
ergy and reduced projectile energy are given by

(3)

(4)

with E, M and U representing the energy, mass and atomic
binding energy of the projectile and the target, respectively iden-
tified by the indices 1 and 2. The analytical formulation of the
reduced universal function can be found in [18].

The ECPSSR theory [1] was proposed to address the short-
comings of the PWBA approach in the energy range relevant to
PIXE experimental practice (approximately up to a few tens of
MeV); it accounts for the energy loss and Coulomb deflection

0018-9499/$26.00 © 2011 IEEE
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Validation of Geant4-Based Radioactive
Decay Simulation

Steffen Hauf, Markus Kuster, Matej Batiþ, Zane W. Bell, Dieter H. H. Hoffmann, Philipp M. Lang, Stephan Neff,
Maria Grazia Pia, Georg Weidenspointner, and Andreas Zoglauer

Abstract—Radioactive decays are of concern in a wide variety
of applications using Monte-Carlo simulations. In order to prop-
erly estimate the quality of such simulations, knowledge of the ac-
curacy of the decay simulation is required. We present a valida-
tion of the original Geant4 Radioactive Decay Module, which uses
a per-decay sampling approach, and of an extended package for
Geant4-based simulation of radioactive decays, which, in addition
to being able to use a refactored per-decay sampling, is capable of
using a statistical sampling approach. The validation is based on
measurements of calibration isotope sources using a high purity
Germanium (HPGe) detector; no calibration of the simulation is
performed. For the considered validation experiment equivalent
simulation accuracy can be achieved with per-decay and statistical
sampling.

Index Terms—Geant4, high purity germanium detector, radio-
active decay, simulation, validation.

I. INTRODUCTION

R ADIOACTIVE decays and the resulting radiation play
an important role for many experiments, either as an ob-

servable, as a background source, or as a radiation hazard. De-
tailed knowledge of the radiation in and around an experiment
and its detectors is thus required for successful measurements
and the safety of the experimentalist. At the same time the in-
creasing complexity of experiments often makes it prohibitively
expensive, if not impossible, to completely determine an ex-
periment’s radiation characteristics and response frommeasure-
ments alone. This is especially true during the design phase of
a new project—much of the hardware may either not be avail-
able or the environmental conditions the experiment will be sub-
jected to cannot be replicated (e.g. in space-based observato-
ries). In order to circumvent these limitations it has become in-
creasingly common to estimate an experiment’s radiation and
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response characteristics with the help of computer simulations.
General-purpose Monte-Carlo systems such as Geant4 [1], [2]
are frequently the tool of choice for such simulations, as they
allow for the modeling of complex geometries and a wide range
of physical processes. The accuracy of these simulation-derived
estimates is determined by the accuracy of the individual con-
tributing processes, which in turn is validated by measurements.
The radioactive decay code implemented in the released ver-

sion of Geant4 has been previously compared to experimental
measurements in a number of works, e.g. [3]–[6]. In these com-
parisons the simulated detector geometry is usually calibrated
to the experiment in an iterative process so that the simulation
better models the measurements. Whereas this method can pro-
duce simulation results consistent with experimental data within
reasonable error margins determined by the experimental setup,
it obfuscates how well a noncalibrated geometry can be simu-
lated by Geant4. The ability to run absolute models is important
if simulations are used to aid in the development of new detec-
tors: in that context hardware, and thus measurements to com-
pare against, do not exist.
A validation addressing this issue, like the one presented in

this work, requires a self-consistent approach, i.e. only known
experimental properties are used as simulation input. Accord-
ingly, we have refrained from iteratively optimizing the detector
geometry, with the sole exception of the simulated calibration
source itself—a topic discussed in Section IV-B.
The following sections provide an overview of the software

for the simulation of radioactive decays in the Geant4 environ-
ment, discuss the strategy adopted for the validation process,
and document the experimental measurements and the corre-
sponding simulation. The validation results are divided into a
comparison of the photo peaks in Section V-A and the complete
spectra including the continuum in Section V-B.

II. RADIOACTIVE DECAYS IN GEANT4
A package for the simulation of radioactive decays [7], [8]

has been available in the Geant4 simulation toolkit since ver-
sion 2.0, in which it was named radiative_decay. Since Geant4
version 6.0 it has been named radioactive_decay, although it
is conventionally known as Geant4 RDM (Radioactive Decay
Module), and identified as “original RDM” in the following.
Radioactive decays are simulated in this package by a process
implemented in the G4RadioactiveDecay class, which sam-
ples secondary particles on a per-decay basis. The software
implementation involves the optional use of event biasing
techniques. The simulation of radioactive decays is data driven,
using a reprocessed ENSDF library [9]. From this library the
algorithm samples any direct decay emission (i.e. and
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Validation of Geant4 Simulation of Electron
Energy Deposition

Matej Batiþ, Gabriela Hoff, Maria Grazia Pia, Paolo Saracco, and Georg Weidenspointner

Abstract—Geant4-based simulations of the energy deposited by
electrons in various materials are quantitatively compared to high-
precision calorimetric measurements taken at Sandia Laborato-
ries. The experimental data concern electron beams of energy be-
tween a few tens of kilolectron volt and 1 MeV at various inci-
dence angles. Two experimental scenarios are evaluated: the longi-
tudinal energy deposition pattern in a finely segmented detector,
and the total energy deposited in a larger size calorimeter. The
simulations are produced with Geant4 versions from 9.1 to 9.6;
they involve models of electron–photon interactions in the stan-
dard and low energy electromagnetic packages, and various imple-
mentations of electron multiple scattering. Significant differences
in compatibility with experimental data are observed in the lon-
gitudinal energy deposition patterns produced by the examined
Geant4 versions, while the total deposited energy exhibits smaller
variations across the various Geant4 versions, with the exception
Geant4 9.4. The validation analysis, based on statistical methods,
shows that the best compatibility between simulation and experi-
mental energy deposition profiles is achieved using electromagnetic
models based on the EEDL and EPDL evaluated data libraries
with Geant4 9.1. The results document the accuracy achievable in
the simulation of the energy deposited by low energy electrons with
Geant4; they provide guidance for application in similar experi-
mental scenarios and for improving Geant4.

Index Terms—Dosimetry, electrons, Geant4, Monte Carlo, sim-
ulation.

I. INTRODUCTION

T HE simulation of the interactions with matter of electrons
and of their secondary particles is one of the main tasks

of any Monte Carlo codes for particle transport. The resulting
energy deposition is relevant to a wide variety of experimental
applications, where electrons contribute to determine experi-
mental observables either as primary or secondary particles.
High-precision experimental measurements [1]–[5] were

performed at the Sandia National Laboratories, specifically
for the validation of the ITS (Integrated Tiger Series) [6]
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simulation code: they concern electrons with energies ranging
from a few tens of keV to 1 MeV and involve various target
materials and electron incidence angles. These experimental
data are still regarded as the most comprehensive reference
for benchmarking the simulation of energy deposition by low
energy electrons: they have been exploited in the validation
[7]–[15] of numerous general-purpose Monte Carlo codes
other than the ITS system, for which the measurements were
originally intended, such as EGS [16], EGSnrc [17], Geant4
[18], [19], MCNP [20], MCNPX [21], and Penelope [22].
The validation of simulated electron energy deposition in [15]

concerns two versions of Geant4, 8.1p02 and 9.1: the latter
was the latest version available at the time when the article
was written. Some differences in compatibility with experiment
were observed between the two Geant4 versions, which were
ascribed to evolutions in Geant4 multiple scattering implemen-
tation.
Statements of improvements to Geant4 simulation of elec-

tromagnetic interactions have been reported in the literature
[23]–[26] since the publication of [15], and a multiple scattering
model specifically addressing the transport of electrons [27] has
been introduced in the Geant4 toolkit. This paper documents
quantitatively how these evolutions in Geant4 electromagnetic
physics domain affect the accuracy of the simulation of the en-
ergy deposited by low energy electrons: it reports comparisons
between experimental data in [1]–[4] and simulations based on
Geant4 versions from 9.1 to 9.6, which span five years’ Geant4
development.
In this respect, it is worthwhile to note that several versions

of Geant4 are actively used in the experimental community at
any given time, not limited to the latest release: in fact, despite
the fast release rate of Geant4 of one or two new versions per
year, often complemented by correction patches, experimental
projects usually require a stable simulation production environ-
ment for large portions of their life-cycle and retain a Geant4
version in their simulation productions for an extended period,
even though new versions may become available in the mean-
time.
Besides the effects due to the evolution of Geant4 electro-

magnetic physics, this paper evaluates quantitatively another
issue of experimental relevance: the sensitivity to physics mod-
eling features in relation to the geometrical granularity of the
detector.
The results of this validation analysis provide guidance

to experimental users in optimizing the configuration of
Geant4-based applications in scenarios concerned by the sim-
ulation of the energy deposited by low energy electrons. This
investigation may be relevant also to high energy experiments,
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Evaluation of Atomic Electron Binding Energies
for Monte Carlo Particle Transport

Maria Grazia Pia, Hee Seo, Matej Batic, Marcia Begalli, Chan Hyeong Kim, Lina Quintieri, and Paolo Saracco

Abstract—A survey of atomic binding energies used by general
purpose Monte Carlo systems is reported. Various compilations of
these parameters have been evaluated; their accuracy is estimated
with respect to experimental data. Their effects on physical quan-
tities relevant to Monte Carlo particle transport are highlighted:
X-ray fluorescence emission, electron and proton ionization cross
sections, and Doppler broadening in Compton scattering. The ef-
fects due to different binding energies are quantified with respect
to experimental data. Among the examined compilations, EADL is
found in general a less suitable option to optimize simulation ac-
curacy; other compilations exhibit distinctive capabilities in spe-
cific applications, although in general their effects on simulation
accuracy are rather similar. The results of the analysis provide
quantitative ground for the selection of binding energies to opti-
mize the accuracy of Monte Carlo simulation in experimental use
cases. Recommendations on software design dealing with these pa-
rameters and on the improvement of data libraries for Monte Carlo
simulation are discussed.

Index Terms—Geant4, ionization, Monte Carlo, PIXE, simula-
tion, X-ray fluorescence.

I. INTRODUCTION

T HE simulation of particle interactions in matter involves
a number of atomic physics parameters, whose values af-

fect physics models applied to particle transport and experi-
mental observables calculated by the simulation. Despite the
fundamental character of these parameters, a consensus has not
always been achieved about their values, and different Monte
Carlo codes use different sets of parameters.

Atomic parameters are especially relevant to simulation sce-
narios that are sensitive to detailed modeling of the properties
of the interacting medium. Examples include the generation of
characteristic lines resulting from X-ray fluorescence or Auger
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electron emission, and precision simulation studies, such as mi-
crodosimetry, that involve the description of particle interac-
tions with matter down to energies comparable with the scale
of atomic binding energies.

Simulation in these domains has been for an extended time
the object of specialized Monte Carlo codes; some general pur-
pose Monte Carlo systems have devoted attention to these areas,
introducing functionality for the simulation of fluorescence,
PIXE (Particle Induced X-ray Emission) and microdosimetry.
In this context, emphasis has been placed on the development
and validation of the physics models implemented in the
simulation systems, while relatively limited effort has been
invested into verifying the adequacy of the atomic parameters
used by general purpose Monte Carlo codes with regard to the
requirements of new application domains.

This paper surveys atomic binding energies used by well
known Monte Carlo systems, including EGS [1], EGSnrc
[2], Geant4 [3], [4], ITS (Integrated Tiger Series) [5],
MCNP/MCNPX [6], [7] and Penelope [8], and by some
specialized physics codes. These software systems use a va-
riety of compilations of binding energies, which are derived
from experimental data or theoretical calculations; this paper
investigates their accuracy and their effects on simulations.

II. COMPILATIONS OF ELECTRON BINDING ENERGIES

The binding energies considered in this study concern neu-
tral atoms in their ground state; several compilations of their
values, of experimental and theoretical origin, are available in
the literature.

Compilations based on experimental data are the result of the
application of selection, evaluation, manipulations (like inter-
polation and extrapolation) and semi-empirical criteria to avail-
able experimental measurements to produce a set of reference
values covering the whole periodic system of the elements and
the complete atomic structure of each element.

Most of the collections of electron binding energies based on
experimental data derive from a review published by Bearden
and Burr in 1967 [9]. Later compilations introduced further re-
finements in the evaluation of experimental data and the cal-
culation of binding energies for which no measurements were
available; they also accounted for new data taken after the pub-
lication of Bearden and Burr’s review.

Experimental atomic binding energies can be affected by var-
ious sources of systematic effects; they originate not only from
the use of different experimental techniques in the measure-
ments, but also from physical effects: for instance, binding en-
ergies of elements in the solid state are different from those of
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Photon Elastic Scattering Simulation: Validation and
Improvements to Geant4

Matej Batiþ, Gabriela Hoff, Maria Grazia Pia, and Paolo Saracco

Abstract—Several models for the simulation of photon elastic
scattering are quantitatively evaluated with respect to a large col-
lection of experimental data retrieved from the literature. They in-
clude models based on the form factor approximation, on S-matrix
calculations and on analytical parameterizations; they exploit pub-
licly available data libraries and tabulations of theoretical calcula-
tions. Some of these models are currently implemented in general
purpose Monte Carlo systems; some have been implemented and
evaluated for the first time in this paper for possible use in Monte
Carlo particle transport. The analysis mainly concerns the energy
range between 5 keV and a fewMeV. The validation process identi-
fies the newly implemented model based on second order S-matrix
calculations as the one best reproducing experimental measure-
ments. The validation results show that, along with Rayleigh scat-
tering, additional processes, not yet implemented in Geant4 nor in
other major Monte Carlo systems, should be taken into account to
realistically describe photon elastic scattering with matter above
1 MeV. Evaluations of the computational performance of the var-
ious simulation algorithms are reported along with the analysis of
their physics capabilities.

Index Terms—Geant4, Monte Carlo, simulation, X-rays.

I. INTRODUCTION

P HOTON elastic scattering is important in various exper-
imental domains, such as material analysis applications,

medical diagnostics and imaging [1]; more in general, elastic in-
teractions contribute to the determination of photon mass atten-
uation coefficients, which are widely used parameters in med-
ical physics and radiation protection [2]. In the energy range
between approximately 1 keV and few MeV, which is the ob-
ject of this paper, the resolution of modern detectors, high inten-
sity synchrotron radiation sources and, in recent years, the avail-
ability of resources for large scale numerical computations have
concurred to build a wide body of knowledge on photon elastic
scattering. Extensive reviews of photon elastic scattering, that
cover both its theoretical and experimental aspects, can be found
in the literature (e.g., [3]–[5]).

Manuscript received February 28, 2012; revisedMay 26, 2012; acceptedMay
31, 2012. Date of publication July 20, 2012; date of current version August 14,
2012. This work was supported in part by CNPq BEX6460/10-0 grant, Brazil.
M. Batiþ is with the INFN Sezione di Genova, Genova, Italy; on leave from

Jozef Stefan Institute, 1000 Ljubljana, Slovenia (e-mail: Matej.Batic@ge.infn.
it).
G. Hoff is with the INFN Sezione di Genova, Genova, Italy; on leave from

Pontificia Universidade Catolica do Rio Grande do Sul, Brazil (e-mail: Gabriela.
Hoff@ge.infn.it).
M. G. Pia and P. Saracco are with the INFN Sezione di Genova, I-16146

Genova, Italy (e-mail: MariaGrazia.Pia@ge.infn.it; Paolo.Saracco@ge.infn.it).
Color versions of one or more of the figures in this paper are available online

at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TNS.2012.2203609

This paper addresses this topic under a pragmatic perspec-
tive: its simulation in general purpose Monte Carlo codes for
particle transport. Photon interactions with matter, both elastic
and inelastic, play a critical role in these systems; their mod-
eling presents some peculiarities, because the software must sat-
isfy concurrent requirements of physical accuracy and compu-
tational performance.
Photon-atom elastic scattering encompasses various inter-

actions, but Rayleigh scattering, i.e., scattering from bound
electrons, is the dominant contribution in the low energy régime
and, as energy increases, remains dominant in a progressively
smaller angular range of forward scattering. Rayleigh scattering
models are implemented in all general-purpose Monte Carlo
systems; comparison studies have highlighted discrepancies
among some of them [6], nevertheless a comprehensive, quan-
titative appraisal of their validity is not yet documented in
the literature. It is worthwhile to note that the validation of
simulation models implies their comparison with experimental
measurements [7]; comparisons with tabulations of theoretical
calculations or analytical parameterizations, such as those that
are reported in [8] as validation of Geant4 [9], [10] photon
cross sections, do not constitute a validation of the simulation
software.
This paper evaluates the models adopted by general-purpose

Monte Carlo systems and other modeling approaches not yet
implemented in these codes, to identify the state-of-the-art in
the simulation of photon elastic scattering. Computational per-
formance imposes constraints on the complexity of physics cal-
culations to be performed in the course of simulation: hence the
analysis is limited to theoretical models for which tabulations
of pre-calculated values are available, or that are expressed by
means of simple analytical formulations. To be relevant for gen-
eral purpose Monte Carlo systems, tabulated data should cover
the whole periodic table of elements and an extended energy
range. The accuracy of elastic scattering simulation models is
quantified with statistical methods comparing them with a wide
collection of experimental data retrieved from the literature; the
evaluation of physics capabilities is complemented by the es-
timate of their computational performance. These results pro-
vide guidance for the selection of physics models in simula-
tion applications in response to the requirements of physics ac-
curacy and computational speed pertinent to different experi-
mental scenarios.
Special emphasis is devoted to the validation and possible im-

provement of photon elastic scatteringmodeling in Geant4; nev-
ertheless, the results documented in this paper can be of more
general interest also for other Monte Carlo systems.
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A Goodness-of-Fit Statistical Toolkit
G. A. P. Cirrone, S. Donadio, S. Guatelli, A. Mantero, B. Mascialino, S. Parlati, M. G. Pia, A. Pfeiffer, A. Ribon, and

P. Viarengo

Abstract—Statistical methods play a significant role throughout
the life-cycle of physics experiments, being an essential component
of physics analysis. The present project in progress aims to develop
an object-oriented software Toolkit for statistical data analysis.
The Toolkit contains a variety of Goodness-of-Fit (GoF) tests, from
Chi-squared to Kolmogorov–Smirnov, to less known, but generally
much more powerful tests such as Anderson–Darling, Goodman,
Fisz–Cramer–von Mises, Kuiper. Thanks to the component-based
design and the usage of the standard abstract interfaces for data
analysis, this tool can be used by other data analysis systems or
integrated in experimental software frameworks.

In this paper we describe the statistical details of the algorithms
and the computational features of the Toolkit. With the aim of
showing the consistency between the code and the mathematical
features of the algorithms, we describe the results we obtained re-
producing by means of the Toolkit a couple of Goodness-of-Fit
testing examples of relevance in statistics literature.

Index Terms—Data analysis, distributions comparison, Good-
ness-of-Fit (GoF) tests, software, statistics.

I. INTRODUCTION

STATISTICAL comparison of distributions is an essential
section of data analysis in any field and in particular in high

energy physics experiments. In spite of this, only a few basic
tools for statistical analysis were available in the public domain
FORTRAN libraries for high energy physics, such as CERN
Libraries (CERNLIB) [1] and PAW [2]. Nowadays the situation
is unchanged even among the libraries for data analysis of the
new generation, such as for istance Anaphe [3], JAS [4], Open
Scientist [5] and Root [6].

For these reasons a new project was launched to build an
open-source and up-to-date object-oriented Toolkit for high en-
ergy physics experiments and other applications.

In this paper we will focus our attention on a specific compo-
nent of the statistical Toolkit that we developed. The Statistical
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Comparison component of the Toolkit provides some Good-
ness-of-Fit (GoF) algorithms for the comparison of data distri-
butions in a variety of use cases typical for physics experiments,
as:

— regression testing (in various phases of the software
life-cycle),

— validation of simulation through comparison with ex-
perimental data,

— comparison of expected versus reconstructed distribu-
tions,

— comparison of data from different sources, such as dif-
ferent sets of experimental data, or experimental with
respect to theoretical distributions.

The GoF Toolkit gathers together some of the most important
GoF tests available in literature. Its aim is to provide a wide set
of algorithms in order to test the compatibility of the distribu-
tions of two variables.

II. THE GOODNESS-OF-FIT STATISTICAL TOOLKIT

The GoF tests measure the compatibility of a random sample
with a theoretical probability distribution function or between
the empirical distributions of two different populations coming
from the same theoretical distribution. From a general point of
view, the aim may consist also in testing whether the distribu-
tions of two random variables are identical against the alterna-
tive that they differ in some way.

Specifically, consider two real-valued random variables
and , and let be a sample of independent and
identically distributed observations with cumulative distribu-
tions (cdf) , and . If

is a discrete random variable, then the cdf of will be dis-
continuous at the points and constant in between, if is a
continuous random variable, the cdf of will be continuous.
If we consider that and may be continuous or discrete, the
GoF tests consist in testing the null hypothesis

(1)

against the alternative hypothesis

(2)

Under the assumption , the fraction of wrongly rejected ex-
periments is typically fixed to a few percent. In all the tests pre-
sented below, is rejected when a pre-defined test statistics is
large with respect to some conventional value.

The tests are classified in distribution-dependent (parametric
tests) and distribution-free tests (non parametric tests). In the
case of weak, very general assumptions, the latter are in prin-
ciple preferable, because they can be adapted to arbitrary distri-
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New Developments of the Goodness-of-Fit
Statistical Toolkit

Barbara Mascialino, Andreas Pfeiffer, Maria Grazia Pia, Alberto Ribon, and Paolo Viarengo

Abstract—The Statistical Toolkit is a project for the development
of open source software tools for statistical data analysis in ex-
perimental particle and nuclear physics. The second development
cycle encompassed an extension of the software functionality and
new tools to facilitate its usage in experimental environments. The
new developments include additional goodness-of-fit tests, new im-
plementations of existing tests to improve their statistical preci-
sion or computational performance, a new component to extend
the usability of the toolkit with other data analysis systems, and
new tools for an easier configuration and build of the system in the
user’s computing environment. The computational performance of
all the algorithms implemented has been studied.

Index Terms—Data analysis, data comparison, goodness-of-fit
testing, software, Statistical Toolkit.

I. INTRODUCTION

THE comparison of data distributions with respect to other
reference data or functions is a common problem in

experimental physics: some typical cases are the validation
of simulation results against experimental data, the evaluation
of physical quantities reconstructed by the experiment’s soft-
ware against theoretically expected ones, or monitoring the
behaviour of a particle detector with respect to its nominal
operation reference. Moreover, the regression testing of an
experiment’s software usually involves some comparisons of
data distributions to monitor the software stability or to verify
its evolution.

A recent project, named the Statistical Toolkit [1], under-
took the development of an open source software system for
the comparison of data distributions, especially addressing, but
not limited to, applications in particle and nuclear physics. This
project is characterized by an iterative and incremental software
process, according to established best practices in software de-
velopment [2]; the first development cycle is documented in
[1]. This paper describes the new developments and improve-
ments, which have been released [3] for public usage in version
2. The new features available respond to experimental user re-
quirements. The first two development cycles concern the com-
parison of two samples of one-dimensional distributions.
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Several goodness-of-fit tests have been added to the already
extensive collection available in the first released version; some
of them introduce new weighted formulations of established
tests, for the first time available in a software tool for data
analysis. Other tests have been significantly improved, either
in their mathematical algorithms or in their computational
performance. New developments in the architectural user layer
have extended the usability of the Statistical Toolkit, addressing
in particular the requirements for data analysis in high energy
physics experiments. A significant redesign of the supporting
software tools package facilitates the configuration of the
system in the user’s own computing environment.

The paper also reports a comparative analysis of the com-
puting performance of all the algorithms implemented: these re-
sults provide useful guidance to experimental users to select the
test appropriate to their requirements among those available in
the toolkit. A comparative study of the statistical performance of
the various goodness-of-fit tests is the object of current research
activity [4], [5]; it will be documented in a dedicated paper.

II. OVERVIEW OF THE GOODNESS-OF-FIT

STATISTICAL TOOLKIT

The Statistical Toolkit is a software system for statistical data
analysis; it is especially targeted to common applications in ex-
perimental nuclear and particle science. It exploits the object
oriented technology and generic programming techniques; it is
implemented in C++. Its life-cycle is based on the iterative-in-
cremental model of the Unified Process [2]; the process frame-
work adopted emphasizes the role of the software architecture
and the relevance of use cases in the software development.

The Statistical Toolkit adopts a component-based architec-
ture, which facilitates its usage in association with other data
analysis software systems widely used in particle physics ex-
periments; its sound object oriented design makes it open to ex-
tension and evolution.

A. Statistical Background

Goodness-of-fit testing provides the mathematical foundation
for a rigorous, quantitative evaluation of the compatibility of
two data samples, or of a data sample against a reference func-
tion. A detailed overview of goodness-of-fit testing is reported
in [1]; the brief summary below is meant to introduce the basic
mathematical concepts involved in the software developments
described in the following sections.

Let and be two real-valued random variables, and let
and be, respectively, two samples of

independent and identically distributed observations with em-
pirical distribution functions and . For every the em-
pirical distribution function denotes the observed fraction
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Monte Carlo simulation 
as a science 

A collaborative effort across different 
Monte Carlo codes for the validation of 
the “bricks” would be beneficial to the experimental community 

ends fall far short of what’s needed.
The bigger and more complex the code, the harder it

is to verify and validate. A sophisticated climate-modeling
code might include models for 50 or more effects—for ex-
ample, ocean evaporation, currents, salinity, seasonal
albedo variation, and so forth. The code would predict ob-
servables such as mean surface temperature and precipi-
tation levels. The accuracy of the predictions depends on
the validity of each component model, the completeness of
the set of all the models, the veracity of the solution
method, the interaction between component models, the
quality of the input data, the grid resolution, and the user’s
ability to correctly set up the problem, run it, and inter-
pret the results.

In practice, one must first verify and validate each
component, and then do the same for progressively larger
ensembles of interacting components until the entire in-
tegrated code has been verified and validated for the prob-
lem regimes of interest.9

Here we list five common verification techniques, each
having limited effectiveness: 
! Comparing code results to a related problem with an
exact answer
! Establishing that the convergence rate of the trunca-
tion error with changing grid spacing is consistent with ex-
pectations
! Comparing calculated with expected results for a prob-
lem specially manufactured to test the code
! Monitoring conserved quantities and parameters,
preservation of symmetry properties, and other easily pre-
dictable outcomes
! Benchmarking—that is, comparing results with those
from existing codes that can calculate similar problems.

Diligent code developers generally do as much verifi-
cation as they think feasible. They are also alert to suspi-
cious results. But diligence and alertness are far from a
guarantee that the code is free of defects. Better verifica-
tion techniques are desperately needed.

Once a code has been verified, the next step is valida-
tion. Verification must precede validation. If a code is un-

verified, any agreement be-
tween its results and experi-
mental data is likely to be for-
tuitous. A code cannot be
validated for all possible ap-
plications, only for specific
regimes and problems. Then
one must estimate its validity
for adjacent regimes.

One has to validate the
entire calculational system—

including user, computer system, problem setup, running,
and results analysis. All those elements are important. An
inexperienced user can easily get wrong answers out of a
good code in a validated regime.

The need to validate codes presents a number of chal-
lenges. Various types of experimental data are used for 
validation:
! Passive observations of physical events—for example,
weather or supernovae
! Controlled experiments designed to investigate specific
physics or engineering principles—for example, nuclear
reactions or spectroscopy
! Experiments designed to certify the performance of a
physical component or system—for example, full-scale
wind tunnels
! Experiments specifically designed to validate code cal-
culations—for example, laser-fusion facilities.10

Many codes, such as those that predict weather, have
to rely mainly on passive observations. Others can avail
themselves of controlled experiments. The latter make for
more credible validation. The most effective validation
method involves comparing predictions made before a val-
idation experiment with the subsequent data from that ex-
periment. The experiments can be designed to test specific
elements of a code. Such experiments can often be rela-
tively simple and inexpensive.

Successful prediction before a validation experiment
is a better test than successful reproduction after the fact,
because agreement is too often achieved by tuning a code
to reproduce what’s already known. And prediction is gen-
erally the code’s raison d’être. The National Ignition Fa-
cility at Livermore is an example of a validation facility for
the ASCI codes.

A paradigm shift
The scientific community needs a paradigm shift with re-
gard to validation experiments. Experimenters and fund-
ing agencies understand the value of experiments de-
signed to explore new scientific phenomena, test theories,
or examine the performance of design components. But few
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Figure 4. Effect on Earth’s mag-
netosphere of the arrival of
plasma and associated mag-
netic field from a strong mass
ejection off the Sun’s corona
three days earlier, simulated by
a group at the University of
Michigan. Color intensity indi-
cates pressure and the white
lines are projections of the
magnetic field on the plane that
cuts Earth’s noon and midnight
meridians. The x axis marks the
direction of the Sun, off to the
left. (Adapted from ref. 18.)

appreciate the value of experi-
ments explicitly conducted for
code validation. Even when ex-
perimenters are interested in val-
idating a code, few mechanisms
exist for funding such an experi-
ment. It’s essential that the scien-
tific community provide support
for code-validation experiments.

Verification and validation
establish the credibility of code
predictions. Therefore, it’s very
important to have a written
record of verification and valida-
tion results. In fact, a validation
activity should be organized like a
project, with goals and require-
ments, a plan, resources, a sched-
ule, and a documented record. 
At present, few computational-
science projects practice system-
atic verification or validation
along those lines. Almost none
have dedicated experimental pro-
grams. Without such programs,
computational science will never
be credible.

Large-scale computer-simulation
projects face many of the chal-
lenges that have historically con-
fronted large-scale experimental
undertakings.11 Both require ex-
tensive planning, strong leader-
ship, effective teams, clear goals,
schedules, and adequate re-
sources. Both must meet budget
and schedule constraints, and
both need adequate flexibility and
contingency provisions to adjust
to changing requirements and the
unexpected.

Using a code to address a
technical issue is similar to con-
ducting an experiment. Project
leaders require a variety of skills.
They need a coherent vision of the
project, a good technical overview
of all its components, and a sense
of what’s practical and achievable. They must be able to
command the respect of the team and the trust of man-
agement. Sometimes they must make technical decisions
whose correctness will not be apparent for years. They
have to estimate needed resources, make realistic sched-
ules, anticipate changing needs, develop and nurture the
team, and shield it from unreasonable demands.

Scientists with such an array of talents are relatively
rare. But without them, few code projects succeed. We have
found that almost every successful project has been car-
ried out by a highly competent team led by one or two sci-
entists with those qualities. Examples are numerous. The
ASCI case study1 demonstrates in detail that good 
software-project management is essential.

Scientific-software specialists can learn much from
the broader IT community.12 The IT community has had
to address the problem of planning and coordinating the
activities of large numbers of programmers writing fairly
complex software. But, as we survey the emerging 
computational-science community, we find that few of
even the simplest and best-known proven methods for or-

ganizing and managing code-
development teams are being
employed. The most common ap-
proach is the painful rediscovery
of lessons already learned by
others. Unfortunately, that ap-
proach leads to wasted effort and
sometimes failure.

Software quality is another
key issue. Improvements in qual-
ity promise easier maintenance
and greater longevity. It’s not
enough to test a code at the end of
its development. Quality has to be
built in at every stage. Lack of at-
tention to quality at every manu-
facturing step nearly destroyed
the US automobile industry in the
1970s and 1980s. Many tech-
niques developed by the IT indus-
try for improving software quality
are applicable to scientific com-
puting. But each technique must
be individually evaluated to
match costs and benefits to project
goals. It would be counterproduc-
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plines of theoretical and experimental science and tradi-
tional engineering design.
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quire attention to the process of code development. Such
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Figure 5. Four suspension
bridges illustrate typical
stages on the way to matu-
rity for an engineering tech-
nology. The two 19th-
century bridges, spanning
the Danube at Budapest
and New York’s East River,
are still in service. Lessons
learned from the spectacu-
lar 1940 collapse of the
newly built Tacoma Nar-
rows Bridge in Washington
State have contributed to
the confident design of am-
bitious modern structures
like the Akashi Kaikyo
Bridge built near Kobe in a
region of Japan prone to
earthquakes. Its central span
is 2 km long.

Computers have become indispensable to scientific re-
search. They are essential for collecting and analyzing

experimental data, and they have largely replaced pencil
and paper as the theorist’s main tool. Computers let theo-
rists extend their studies of physical, chemical, and bio-
logical systems by solving difficult nonlinear problems in
magnetohydrodynamics; atomic, molecular, and nuclear
structure; fluid turbulence; shock hydrodynamics; and cos-
mological structure formation.

Beyond such well-established aids to theorists and ex-
perimenters, the exponential growth of computer power is
now launching the new field of computational science.
Multidisciplinary computational teams are beginning to
develop large-scale predictive simulations of highly com-
plex technical problems. Large-scale codes have been cre-
ated to simulate, with unprecedented fidelity, phenomena
such as supernova explosions (see figures 1 and 2), inertial-
confinement fusion, nuclear explosions (see the box on
page 38), asteroid impacts (figure 3), and the effect of space
weather on Earth’s magnetosphere (figure 4).

Computational simulation has the potential to join
theory and experiment as a third powerful research
methodology. Although, as figures 1–4 show, the new dis-
cipline is already yielding important and exciting results,
it is also becoming all too clear that much of computational
science is still troublingly immature. We point out three
distinct challenges that computational science must meet
if it is to fulfill its potential and take its place as a fully
mature partner of theory and experiment:
! the performance challenge—producing high-perform-
ance computers,
! the programming challenge—programming for complex
computers, and
! the prediction challenge—developing truly predictive
complex application codes.

The performance challenge requires that the expo-
nential growth of computer performance continue, yield-
ing ever larger memories and faster processing. The pro-
gramming challenge involves the writing of codes that can

efficiently exploit the capacities of the
increasingly complex computers. The
prediction challenge is to use all that
computing power to provide answers
reliable enough to form the basis for
important decisions.

The performance challenge is
being met, at least for the next 10
years. Processor speed continues to in-

crease, and massive parallelization is augmenting that
speed, albeit at the cost of increasingly complex computer
architectures. Massively parallel computers with thou-
sands of processors are becoming widely available at rela-
tively low cost, and larger ones are being developed.

Much remains to be done to meet the programming
challenge. But computer scientists are beginning to de-
velop languages and software tools to facilitate program-
ming for massively parallel computers.

The most urgent challenge
The prediction challenge is now the most serious limiting
factor for computational science. The field is in transition
from modest codes developed by small teams to much more
complex programs, developed over many years by large
teams, that incorporate many strongly coupled effects
spanning wide ranges of spatial and temporal scales. The
prediction challenge is due to the complexity of the newer
codes, and the problem of integrating the efforts of large
teams. This often results in codes that are not sufficiently
reliable and credible to be the basis of important decisions
facing society. The growth of code size and complexity, and
its attendant problems, bears some resemblance to the
transition from small to large scale by experimental
physics in the decades after World War II.

A comparative case study of six large-scale scientific
code projects, by Richard Kendall and one of us (Post),1 has
yielded three important lessons. Verification, validation,
and quality management, we found, are all crucial to the
success of a large-scale code-writing project. Although
some computational science projects—those illustrated by
figures 1–4, for example—stress all three requirements,
many other current and planned projects give them insuf-
ficient attention. In the absence of any one of those re-
quirements, one doesn’t have the assurance of independ-
ent assessment, confirmation, and repeatability of results.
Because it’s impossible to judge the validity of such results,
they often have little credibility and no impact.

Part of the problem is simply that it’s hard to decide
whether a code result is right or wrong. Our experience as
referees and editors tells us that the peer review process in
computational science generally doesn’t provide as effective
a filter as it does for experiment or theory. Many things that
a referee cannot detect could be wrong with a computa-
tional-science paper. The code could have hidden defects, it
might be applying algorithms improperly, or its spatial or
temporal resolution might be inappropriately coarse.
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