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1 The fundamental equation of equilibrium statistical mechanics

Let us summarize where we stand. On one hand, we have the microscopic description
of a system given by its microstate, on the other hand its macroscopic description
given by the macroscopic variables. Let us focus on a simple fluid of N particles
confined in a container Λ of volume V . The microstate is described by a point in phase
Γ and its time evolution governed by its Hamiltonian

H(x) =
∑
i:qi∈Λ

pi
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2mi
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2
∑

i,j:qi,qj∈Λ
φ(
∣∣qi − qj

∣∣) = E (+ boundary conditions) (1)

takes place on the shell of constant energy ΓE (with some tolerance δE). The boundary
conditions ensure that the number of particles N(x) stays constant:

N(x) =
∑
i:qi∈Λ

1 = N . (2)

The macroscopic description of the system is in terms of the macroscopic variables,
describing, say, the energy and the number of particles of subsystems (as we have
seen in previous lectures). The macroscopic variables induces a partition of phase
space and the equilibrium macrostate corresponds to the values of the macroscopic
variables whose associated region in phase space, Γeq, is the the largest one, indeed,
Γeq is exponentially larger in the number of particles with respect to any another
region in the energy shell ΓE. Thus, for the Boltzmann’s entropy of the equilibrium
macrostate we have

SB = log |Γeq| ≈ log |ΓE | . (3)

This introduces an enormous simplification in studying the equilibrium properties of
a system!

Let us make explicit the dependence of |Γeq| on the microcanonical constraint
(1) and (2):

|Γeq| = ΩΛ(E,N) (4)

The thermodynamic limit is a limit in which the region Λ → ∞, in the sense that it
expands to all physical space, this means, in particular that V = |Λ| → ∞. Moreover



N →∞ , while keeping constant E/N = e and N/v = n. For the physical pair potential
of a fluid (short range) it has been shown that the limit

lim
N→∞,V→∞
E/N=e,N/V=n

log ΩΛ(E,N) = s(e, n) (5)

exists and s(e, n) is a concave function of its arguments. This function is used as an
excellent approximation of the entropy of a finite system:

Seq. micro(E, V,N) = Ns

(
E

N
,
N

V

)
(6)

we have written Smicro to emphasize that it is determined by the microscopic structure
of the system. It has (under the stated assumptions) all the properties of the ther-
modynamic equilibrium entropy Seq. macro(E, V,N). Thus, we have the identification

Seq. macro = Seq. micro (7)

This is the fundamental equation of equilibrium statistical mechanics. Then the
basic postulate of equilibrium thermodynamics is so established:

Proposition 1

There is a function, called entropy, of the extensive variables of any composite
system, which is defined for all equilibrium macrostates and has the following
properties: 1) the values of the variables in the absence of extensive internal
constraints are those that maximize the entropy on the set of the constrained
equilibrium macrostates; 2) the entropy of a composite system is the sum of the
entropies of its subsystems. Entropy is a monotonically increasing function of
energy.

From now on we shall drop the indices and write simply S = (E, V,N). This function
is in principle computable from the microscopic description of a system. And once this
function is known, we have complete thermodynamic information about the system.
It is usually called the fundamental equation of a system. Its differential form

dS = 1
T
dE + p

T
dV − µ

T
dN , (8)

is the so-called Gibbs equation in the entropy representation.

2 Conjugate representations

The conjugate representations or are obtained by relaxing the microcanonical con-
straints and use canonical distributions of H and N whose means are equal to the
microcanonical constraints. Then, in the thermodynamics limit, one obtains an
equivalent thermodynamic representation of the properties of a system.

If both constrains are relaxed, neither energy nor the particles numbers are fixed.
So one represents the system in the phase space with a variable numbers of particle

ΓΛ =
∞⋃
K=0

ΓΛ,K



where ΓΛ,K is the phase space K particles in Λ. The corresponding canonical distribu-
tion is characterized by its partition function

ZV (λ0, λ1) =
∞∑
K=0

∫
e−λ0HK(x)−λ1K d3Kx

h3KN ! . (9)

the so called grand canonical partition function The parameters λ0, λ1 are deter-
mined by the condition that in the thermodynamic limit the microcanonical constraints
are restored.

The thermodynamic limit now assumes the form

lim
V→∞

λ0,λ1 fixed

logZV (λ0, λ1)
V

= ψ(λ0, λ1) (10)

In previous lectures we have shown that the Massieu function Ψ(V, λ0, λ1) = Nψ(λ0, λ1)
is in one-to-one correspondence with the entropy S(E,N, V ) via a Legendre transfor-
mations:

Ψ(λ0, λ1) = sup
E,N

[S (E,N, V )− λ0E − λ1N ] (11)

S(E,N, V ) = inf
λ0,λ1

[λ0E + λ1N + Ψ (λ0, λ1)] (12)

But the thermodynamic Massieu function is

Ψ (V, β, µ) = sup
E,N

[S(E,N, V )− βE − βµN ] (13)

and so we have the identifications

λ0 = β = 1
T

(14)

λ1 = −βµ = −µ
T

(15)

For these values of the parameters λ0, λ1, there is complete equivalence of the grand
canonical ensemble, defined by the partition function,

ZΛ(β, µ) =
∞∑
K=0

∫
e−βHK(x)+µK d3Kx

h3KK! , (16)

with the microcanonical one defined by E and N given by

E = −∂ logZΛ(β, µ)
∂β

(17)

N = −∂ logZΛ(β, µ)
∂(−βµ) = 1

β

∂ logZΛ(β, µ)
∂µ

(18)

(19)

Traditionally, people prefer to work with potentials Φ instead of Massieu functions
Ψ, the relation between the two being

Φ = − 1
β

Ψ . (20)

The potential related to (13) is the so-called Landau potential.



Sometimes one writes

ZV (β, µ) =
∞∑
K=0

zKZV (β|K)

where
z = eβµ (21)

is the so-called fugacity and

ZV (β|K) =
∫
e−βHK(x) d

3Kx

h3KK! (22)

is the so-called the canonical partition function.

3 General overview on the method of ensembles

/TO BE WRITTEN/

4 The relation micro-macro

Let us go back to what we have called the the fundamental equation of equilibrium
statistical mechanics, namely

Smacro = Smicro

(we have dropped the qualificatio “eq.”, because this relation holds more generally, al
so for non equilibrium). One may wonder on the status of this relationship.

In some cases, we are able compute Smicro and thus to derive the macroscopic
behavior of a system from its microscopic description and thus “proving”

micro → macro . (23)

However, we are able to (partly) achieve this only under some (not always under-
stood) approximation (e.g., dilute gas, Boltzmann) or for very idealized models (e.g.,
Ising models and lattice gases). But also when we do this, we some key steps in the
arrow above are still out of reach (phase transitions). Another way to go from the micro
to the macro is to assume that the microscopic Hamiltonians is generic (or typical) in
some class (this method was put forward by Wigner).

Be that as it may, for realistic systems, that is systems governed by realistic
Hamiltonians, the arrow micro → macro is out of reach.

There is the other arrow, put forward and used at large by Einstein:

micro ← macro . (24)

This means to use the macroscopic information available from experimental research
in oder to draw conclusion on the microscopic behavior.

All the effective practice of statistical mechanics is a combination of the two arrows,

micro � macro ,

done, as Nero Wolfe would say, with our “intelligence guided by experience.”



5 Einstein’s Statistical Thermodynamics

Einstein inverted the Boltzmann relationship between entropy and probability and
considered this relationship as a phenomenological definition of the probability of a
deviation from equilibrium. We call this Einstein postulate. The theory that arises
from this postulate—statistical thermodynamics—can be considered as a theory on its
own. The whole theory is based on the following postulate.

Proposition 2 (Einstein’s postulate)

Let Y be a parameter (or several such parameters) that describes an isolated
system, so that its total energy is constant and its entropy function is Stot(Y). If
the parameter Y is free to vary, then the fundamental statistical postulate asserts
that in an equilibrium situation the probability IP of finding the system with the
parameter between Y and Y + dY is given by

IP(Y ≤ Y ≤ Y + dY ) = CeStot(Y )dY (25)

where C is a normalization constant.

General comments on Einstein’s postulate

• Physical quantities which describe a macroscopic body in equilibrium are, almost
always, constant and governed by thermodynamics. However, in the course of
time, deviations from these values, though small, do occur and the quantities are
said to fluctuate. Eq. (25) gives the probability of these deviations. Y = Y(x) is a
function of the micro-state that provide the complete microscopic description of
the system.

• From a mathematical point of view, this means that a thermodynamic variable Y
is now regarded as a random variable Y (or several such variables), whose values
Y are distributed according the probability law (25).

• The physically relevant application of Einstein’s postulate is to the variables
that describe the fundamental thermodynamic quantities of any small part of a
large system. This small part should still contain, however, a sufficiently large
number of particles. For quantities such as energy and volume, which have
a pure mechanical meaning, as well as a thermodynamic one, the concept of
fluctuation is clear, but it needs more precise qualification for quantities such as
entropy and temperature. For example, let S(E, V ) be the equilibrium quantity
of a body as function of its thermodynamic energy and volume. By fluctuation
of the entropy, we shall mean the change in the function S(H,V), regarded as a
function of the microscopic values of energy H and volume V.

6 Einstein’s discovery of the photon

We follow Dennis Sciama1

1Black holes and fluctuations of quantum particles: an Einstein synthesis (1979). In Relativity, quanta
and cosmology, ed. M. Pantaleo & F. de Finis (Johnson Reprint Corporation), p. 681.
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