Chi-squared test

The aim of this test is to compare two distributions, f and g, with the
aim of deciding if they were extracted from the same population.
The test statistics x? is the following:
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where n is the number of bins and the denominator is the variance of the
numerator. As in the case of distributions we have:

o(f(zi) =/ f(zi)
and
o(g(zi)) = v g(x:)
the test statistics becomes:
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If the two distributions f and g are independent, the number of degrees
of freedom is v = n. If the two distributions were normalised v = n — 1.
The asymptotic distribution is:
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This test can be applied in the case of binned data. In case of unbinned
distributions, data can always be grouped into bins. It must be noticed that
in this case the in grouping operation will be lost part of the information
contained in the unbinned data. For this reason this test can be applied
almost in any case, being only limited by on condition: countings in each bin
must be at least five. When this is not the case data must be regrouped until
the minimum frequency per bin is not reached. Otherwise Yates’ correction
can be applied! 2.
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Yates’ correction is not yet contained in the Goodness-of-Fit Toolkit.



