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•  Particle and Fields Physics         (264578 papers) 
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even though both are indicated in http://cern.ch/geant4 

Many papers that use Geant4 do not cite either reference 
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Who uses Geant4? 
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Geant4 citations, October 2013
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Foreword 
" Geant4 is a huge and complex simulation toolkit 
" It is used by a wide experimental community 

" Practically impossible to cover all its physics validation 
in approximately one hour 

" Emphasis on  
‒ Concepts 
‒ Methods  

•  that let you  
‒ appraise Geant4 physics validity   
‒  select proper physics options for experimental 

applications 
4 

①  Software 
②  Epistemology 
③  Physics gallery 
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Focus on Geant4 physics models  

" Hardly any systematic, comprehensive, 
quantitative validation of the 
“ingredients” of Monte Carlo simulation 
codes is documented in the literature  

validation 

This lecture: focus on validation of Geant4 ingredients 

" Highlight quantitative Geant4 validation 
‒  Where it exists 

" Identify differences and similarities of 
Geant4 models on the basis of 
quantitatively assessed validity 
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Physics 
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“It was noted that experiments have requirements 
for independent, alternative physics models. In 
Geant4 these models, differently from the concept 
of packages, allow the user to understand how 
the results are produced, and hence improve the 
physics validation. Geant4 is developed with a 
modular architecture and is the ideal framework 
where existing components are integrated and new 
models continue to be developed.” 

Minutes of LCB (LHCC Computing Board) meeting, 
21/10/1997 
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Physics: general features 
" Ample variety of physics functionality 
" Abstract interface to physics processes 
‒ Tracking independent from physics 

" Open system 
‒ Users can easily create and use their own models 

" Distinction between processes and models 
‒  often multiple models for the same physics process 
‒  complementary/alternative 

7 
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Electromagnetic physics 

" Comparable to GEANT 3 already in α release1997	

" Further extensions (facilitated by OO technology)"

" High energy extensions"
‒  Motivated by LHC experiments, cosmic ray experiments… 

" Low energy extensions"
‒  motivated by space and medical applications, dark matter and ν experiments, 

antimatter spectroscopy, radiation effects on components etc. 

" Alternative models for the same process"

•  Multiple scattering  
•  Bremsstrahlung 
•  Ionisation 
•  Annihilation 
•  Photoelectric effect  
•  Compton scattering  
•  Rayleigh scattering 
•  γ conversion 
•  e+e- pair production 
•  Synchrotron radiation 
•  Transition radiation 
•  Cherenkov 
•  Refraction 
•  Reflection 
•  Absorption 
•  Scintillation 
•  Fluorescence 
•  Auger emission 

§  electrons and positrons 
§  photons (including optical photons) 
§  muons 
§  charged hadrons 
§  ions 
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Hadronic physics 
" Ample variety of models  

‒  Alternative/complementary 
‒  It is possible to mix-and-match, with fine granularity 
‒  Data-driven, parameterised and theory-driven models 

" Sound framework design 
‒  transparent (in the original design) 
‒  clear separation between data and their use in algorithms 

" Cross section data sets 
‒  Transparent and interchangeable 

" Final state calculation 
‒  Models by particle, energy, material 

9 
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Partial Hadronic Model Inventory 

Ber$ni-‐style	  cascade	  

Binary	  cascade	  

1	  MeV	  	  	  	  10	  MeV	  	  	  	  100	  MeV	  	  	  1	  GeV	  	  	  	  10	  GeV	  	  	  100	  GeV	  	  	  	  1TeV	  

Fermi	  breakup	  

At	  rest	  
absorp$on,	  

µ,	  π,	  K,	  an$-‐p	  	  

High	  precision	  
neutron	  

Evapora$on	  

Multifragment 
Photon	  Evap	  

Pre-‐
compound	  

Radioac$ve	  
decay	  

Fri$of	  string	  

Quark	  Gluon	  string	  

Photo-‐nuclear,	  electro-‐nuclear	  

QMD	  (ion-‐ion)	  

Electro-‐nuclear	  dissocia$on	  

Wilson	  Abrasion	  
Ample variety of models  

•  Alternative/complementary 
•  Data-driven, parameterised and 

theory-driven models 
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Toolkit + User application 

" Geant4 is a toolkit 
‒  i.e. one cannot “run” Geant4 out of the box 
‒ One must write an application, which uses Geant4 tools 

" Consequences 
‒ There is no such concept as “Geant4 defaults” 
‒ One must provide the necessary information to configure 

one’s simulation 
‒ The user must deliberately choose which Geant4 tools to use 

" Guidance: many examples are distributed with Geant4 

11 
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Basic actions 
" What a user must do: 
‒ Describe the experimental set-up 
‒ Provide the primary particles input to the simulation 
‒ Decide which particles and physics models one wants to use 

out of those available in Geant4 and the desired precision of 
the simulation (cuts to produce and track secondary particles) 

" One may also want  
‒ To interact with Geant4 kernel to control the simulation 
‒ To visualise the simulation configuration or results 
‒ To produce objects encoding simulation results to be 

further analysed 

12 
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Interaction with Geant4 kernel 
" Geant4 design provides tools for a user application 

‒  To tell the kernel about one’s simulation configuration  
‒  To interact with Geant4 kernel itself 

" Geant4 tools for user interaction are base classes 
‒  One creates one’s own concrete class derived from the base classes 
‒  Geant4 kernel handles derived classes transparently through their base 

class interface (polymorphism) 

" Abstract base classes for user interaction 
‒  User derived concrete classes are mandatory 

" Concrete base classes (with virtual dummy methods) 
for user interaction 
‒  User derived classes are optional 

13 



Maria Grazia Pia, INFN Genova 

G4VUserPhysicsList 
" It is the way one interacts with Geant4 kernel to tell it  
‒ which particles one intends to track in the simulation  
‒ which processes and models one wants to transport particles 
‒  the thresholds to produce secondary particles 

" Pure virtual methods 
‒  ConstructParticles() 
‒  ConstructProcesses() 
‒  SetCuts()  

to be implemented by the user in his/her concrete derived class 

14 

The user is responsible for selecting the 
physics processes and models  

to be used in the simulation 
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No DAVID for physics! 
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Geant4 physics validation 

" Automated tools to detect badly defined geometries 
" No such tools to detect badly defined physics! 

Knowledge of the capabilities and accuracy 
of Geant4 physics options is essential to 
select the most appropriate ones for an 

experimental application 
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What is what " Verification 
" Validation 

" Calibration 
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IEEE Standard for System and
Software Verification and Validation�

 
Sponsored by the  
Software & Systems Engineering Standards Committee (C/S2ESC)�

 
IEEE 
3 Park Avenue  
New York, NY 10016-5997 
USA 
 
25 May 2012 

IEEE Computer Society�

IEEE Std 1012™-2012
(Revision of

IEEE Std 1012-2004) 

Authorized licensed use limited to: CERN. Downloaded on October 20,2013 at 15:17:22 UTC from IEEE Xplore.  Restrictions apply. 

IEEE Standard 1012 
Conforms to  
§  ISO/IEC 15288 (IEEE Std 15288) 

Systems and Software Engineering 
– System Life Cycle Processes  

§  ISO/IEC 12207 (IEEE Std 12207) 
Systems and Software Engineering 
– Software Life Cycle Processes  

§  IEEE Std 1074 
IEEE Standard for Developing a 
Software Project Life Cycle Process  
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Verification 
A.  The process of evaluating a system or component to determine whether the products 

of a given development phase satisfy the conditions imposed at the start of that phase. 
B.  The process of providing objective evidence that the system, software, or 

hardware and its associated products conform to requirements (e.g., for 
correctness, completeness, consistency, and accuracy) for all life cycle 
activities during each life cycle process (acquisition, supply, development, operation, 
and maintenance); satisfy standards, practices, and conventions during life cycle 
processes; and successfully complete each life cycle activity and satisfy all the 
criteria for initiating succeeding life cycle activities.  
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e.g. in the context of Monte Carlo simulation  

Requirement:  
Compton scattering 
cross section shall 
be described by the  
Klein-Nishina formula 
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Verification: the software calculates 

consistently, correctly,  
with adequate numerical precision…  
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Validation 
A.  The process of evaluating a system or component during or at the end of the 

development process to determine whether it satisfies specified requirements.  
B.  The process of providing evidence that the system, software, or 

hardware and its associated products satisfy requirements allocated to 
it at the end of each life cycle activity, solve the right problem (e.g., 
correctly model physical laws, implement business rules, and use the 
proper system assumptions), and satisfy intended use and user needs.  

18 

In the context of Monte Carlo simulation 

validation consistency with 
experimental measurements  

e.g. does the Klein-Nishina formula reproduce  
measured differential cross sections of photon inelastic scattering?  
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Calibration 
" The process of improving the agreement 

of a code calculation with respect to a 
chosen set of benchmarks through the 
adjustment of parameters implemented 
in the code 

 " Calibration is not validation 
‒ Validation is the process of confirming that the predictions of 

a code adequately represent measured physical phenomena 
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T. G. Trucano et al., Calibration, validation, and 
sensitivity analysis: What's what, Reliability Eng. & 
System Safety, vol. 91, no. 10-11, pp. 1331-1357, 2006 

M. G. Pia et al, Physics-related epistemic uncertainties 
of proton depth dose simulation, IEEE Trans. Nucl. 
Sci., vol. 57, no. 5, pp. 2805-2830, 2010 

AKA “tuning” 
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What is NOT validation 
" Comparison of simulations using different Monte 

Carlo codes 
‒  Or comparison of different simulation models 

" Comparison of simulation with theory 
" Comparison of simulation with non-pertinent 

experimental data 
" Calibration 
" Oenology 
" Mozart opera 

20 
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Comparison to theoretical data libraries 
NOT validation! 

“After the migration to common design a 
new validation of photon cross sections 
versus various databases was published 
26) which demonstrated general good 
agreement with the data for both the 
Standard and Low-energy models.” 
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Shower simulations, comparison of FLUKA, GEANT4 and 

EGS4  

J. L. Fernandez-Hernando 1, R. J. Barlow 2, A. Bungau. 3, L. Keller, 4, N. K. Watson. 5 

 June  20, 2006  
 

 Abstract  

Computer simulations with different packages (FLUKA, GEANT4 and EGS4) 

were run in order to determine the energy deposition of an ILC bunch in a 

spoiler of specified geometry at various depths. The uncertainty in these 

predictions is estimated by comparison of their results. Various candidate 

spoiler designs (geometry, material) are studied. These shower simulations 

can be used as inputs to thermal and mechanical studies using programs such 

as ANSYS. 

 

                                                 

1 CCLRC, Daresbury Laboratory, Warrington, UK 

2 University of Manchester, Manchester, UK 

3 Cockroft Institute, Warrington, UK 

4 SLAC, Menlo Park, California, USA 

5 University of Birmingham, Birmingham, UK 

Comparisons of Monte Carlo codes 
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1 Clermont Université, Université Blaise Pascal, LPC, BP 10448, 63000 Clermont-Ferrand,
France
2 CNRS/IN2P3, UMR 6533, LPC, 63177 Aubière, France
3 Delft University of Technology, Radiation Detection & Medical Imaging, Mekelweg 15,
2629 JB, Delft, The Netherlands
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Abstract
The GATE Monte Carlo simulation platform based on the GEANT4 toolkit
has come into widespread use for simulating positron emission tomography
(PET) and single photon emission computed tomography (SPECT) imaging
devices. Here, we explore its use for calculating electron dose distributions
in water. Mono-energetic electron dose point kernels and pencil beam kernels
in water are calculated for different energies between 15 keV and 20 MeV by
means of GATE 6.0, which makes use of the GEANT4 version 9.2 Standard
Electromagnetic Physics Package. The results are compared to the well-
validated codes EGSnrc and MCNP4C. It is shown that recent improvements
made to the GEANT4/GATE software result in significantly better agreement
with the other codes. We furthermore illustrate several issues of general
interest to GATE and GEANT4 users who wish to perform accurate simulations
involving electrons. Provided that the electron step size is sufficiently restricted,
GATE 6.0 and EGSnrc dose point kernels are shown to agree to within less
than 3% of the maximum dose between 50 keV and 4 MeV, while pencil beam
kernels are found to agree to within less than 4% of the maximum dose between
15 keV and 20 MeV.

1. Introduction

Monte Carlo simulations have become an indispensable tool for radiation transport calculations
in a great variety of applications. In medical physics, the GEANT4 simulation toolkit
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Abstract
Several different Monte Carlo codes are currently being used at proton
therapy centers to improve upon dose predictions over standard methods using
analytical or semi-empirical dose algorithms. There is a need to better ascertain
the differences between proton dose predictions from different available Monte
Carlo codes. In this investigation Geant4 and MCNPX, the two most-utilized
Monte Carlo codes for proton therapy applications, were used to predict energy
deposition distributions in a variety of geometries, comprising simple water
phantoms, water phantoms with complex inserts and in a voxelized geometry
based on clinical CT data. The Gamma analysis was used to evaluate the
differences of the predictions between the codes. The results show that in all
the cases the agreement was better than clinical acceptance criteria.

(Some figures may appear in colour only in the online journal)

1. Introduction

Proton therapy in patients with cancer is an evolving treatment modality that affords many
advantages due to the particular shape of the dose distributions (Bragg peaks) achievable with
heavy charged particles. Many studies have been performed to demonstrate the advantages
of this treatment modality; however, to fully exploit them, many challenges must still be
overcome. The latest development, intensity-modulated proton therapy, is expected to provide
dose distributions that are superior even to conventional, passively scattered proton therapy

Content from this work may be used under the terms of the Creative Commons Attribution-
NonCommercial-ShareAlike 3.0 licence. Any further distribution of this work must maintain

attribution to the author(s) and the title of the work, journal citation and DOI.
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Computer simulations with different packages 

(FLUKA, GEANT4 and EGS4) were run in order to 

determine the energy deposition of an ILC bunch in a 

spoiler of specified geometry at various depths. The 

uncertainty in these predictions is estimated by 

comparison of their results. Various candidate spoiler 

designs (geometry, material) are studied. These shower 

simulations can be used as inputs to thermal and 

mechanical studies using programs such as ANSYS. 
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We considered
GEANT4 version 4.9.4 with different Electromagnetic Physics Package for calculation of response

functions of detectors based on semi-insulating materials. Computer simulations with GEANT4 packages were run

in order to determine the energy deposition of gamma-quanta in detectors of specified composition (HgI
2 and TlBr)

at various energies from
0.026 to 3 MeV. The uncertainty in these predictions is estimated by comparison of their

results with
EGSnrc simulations. A

general good agreement is found for EGSnrc and
GEANT4 with

Penelope

2008 model of LowEnergy Electromagnetic package.

PACS: 29.40.Wk, 85.30De1. INTRODUCTION

The variety of electrophysical characteristics (spe-

cific resistance, product of mobility
µ

and
mean

drift time
τ
for holes and

electrons –
(µτ)h,e ) is

a serious disadvantage of semi-insulating materials

(wide band-gap semiconductor with high resistivity).

Now
this is a main

cause that the semi-insulator

gamma-radiation detectors could not be mass pro-

duced. Wide band-gap semiconductor detectors have

considerable spread of (µτ)h,e values (in order of mag-

nitude and more) [1] even if they are produced from

one ingot. As result the same size detectors biased

to the same voltage U
b have a different charge collec-

tion efficiency (CCE ). It results in non-uniformity of

serial devices response and in necessity of individual

setup parameters selection.

Also the material non-uniformities are a serious

obstacle to
comparison

of detector characteristics

measured in different studies. Computer simulation

is an optimal method to overcome the material non-

uniformity problem. Simulation may be useful both

to research of wide band-gap detector behavior and

designing of device based on them
[2].

Previously
we

have
developed

the
model of

the planar wide band-gap semiconducting gamma-

radiation detectors where EGSnrc Monte-Carlo (MC)

simulation package was used for determination of the

energy deposition of gamma-quanta and charged par-

ticles [3]. This model was tested on the several groups

ofCdTe and CdZnTe detectors [4]. The observed dif-

ference between model and experimentally measured

amplitude distributions of radiation
sources 137

Cs

and 152
Eu was explained in process of this model ver-

ification [2]. However, by this now all factors defining

such important gamma-radiation detector character-

istics as sensitivity δ and charge collection efficiency

CCE are not determined even for the most researched

semi-insulating materials as CdTe and CdZnTe. By-

turn it does not permit to define exhaustive set of

the control parameters of the wide band-gap detec-

tor model.
The determination of these parameters

would allow calculating the most realistic response of

the gamma-radiation detector.

The model [4] enabled to obtain a good agree-

ment between calculated and experimental response

functions of CdTe (CdZnTe) gamma-radiation de-

tectors in the most cases analyzed. However EGSnrc

package possibilities are restricted only by a simula-

tion of photon, electron and positron transport. It

does not allow
using the above mentioned model [4]

for analysis of the charge collection efficiency experi-

ments with the wide band-gap detectors when proton

and α-particle beams are used [5]. Also the model

[4] is unsuitable for researching of actual problems of

radiation resistance of semi-insulators in mixed radi-

ation fields (charged particles and/or neutrons and

gamma-quanta) [6].

Geant4 [7] is an actively developing toolkit for the

simulation of the passage of charged particles, neu-

trons and gamma-quanta through matter. This MC

package offers a set of physical process models to de-

scribe the interaction of charged and neutral particles

with matter in the wide energy range. Geant4 pro-

vides various models of the same electromagnetic pro-

cesses (EM
packages) [8]. To implement the model [4]

on Geant4 platform
properly it is necessary to define

EM
package which provides better agreement with

EGSnrc simulation results.

In the present work statistical characteristics of
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Abstract
The concept of nanodosimetry is based on the assumption that initial damage
to cells is related to the number of ionizations (the ionization cluster size)
directly produced by single particles within, or in the close vicinity of,
short segments of DNA. The ionization cluster-size distribution and other
nanodosimetric quantities, however, are not directly measurable in biological
targets and our current knowledge is mostly based on numerical simulations of
particle tracks in water, calculating track structure parameters for nanometric
target volumes. The assessment of nanodosimetric quantities derived from
particle-track calculations using different Monte Carlo codes plays, therefore,
an important role for a more accurate evaluation of the initial damage to cells
and, as a consequence, of the biological effectiveness of ionizing radiation. The
aim of this work is to assess the differences in the calculated nanodosimetric
quantities obtained with Geant4-DNA as compared to those of the ad hoc
particle-track Monte Carlo code ‘PTra’ developed at Physikalisch-Technische
Bundesanstalt (PTB), Germany. The comparison of the two codes was made for
incident electrons of energy in the range between 50 eV and 10 keV, for protons
of energy between 300 keV and 10 MeV, and for alpha particles of energy
between 1 and 10 MeV as these were the energy ranges available in both codes
at the time this investigation was carried out. Good agreement was found for
nanodosimetric characteristics of track structure calculated in the high-energy
range of each particle type. For lower energies, significant differences were
observed, most notably in the estimates of the biological effectiveness. The
largest relative differences obtained were over 50%; however, generally the
order of magnitude was between 10% and 20%.

4 Author to whom any correspondence should be addressed.
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Purpose: The GEANT4 general-purpose Monte Carlo simulation toolkit is able to simulate physical
interaction processes of electrons, hydrogen and helium atoms with charge states !H0, H+" and !He0,
He+, He2+", respectively, in liquid water, the main component of biological systems, down to the
electron volt regime and the submicrometer scale, providing GEANT4 users with the so-called
“GEANT4-DNA” physics models suitable for microdosimetry simulation applications. The corre-
sponding software has been recently re-engineered in order to provide GEANT4 users with a coherent
and unique approach to the simulation of electromagnetic interactions within the GEANT4 toolkit
framework !since GEANT4 version 9.3 beta". This work presents a quantitative comparison of these
physics models with a collection of experimental data in water collected from the literature.
Methods: An evaluation of the closeness between the total and differential cross section models
available in the GEANT4 toolkit for microdosimetry and experimental reference data is performed
using a dedicated statistical toolkit that includes the Kolmogorov–Smirnov statistical test. The
authors used experimental data acquired in water vapor as direct measurements in the liquid phase
are not yet available in the literature. Comparisons with several recommendations are also pre-
sented.
Results: The authors have assessed the compatibility of experimental data with GEANT4 microdo-
simetry models by means of quantitative methods. The results show that microdosimetric measure-
ments in liquid water are necessary to assess quantitatively the validity of the software implemen-
tation for the liquid water phase. Nevertheless, a comparison with existing experimental data in
water vapor provides a qualitative appreciation of the plausibility of the simulation models. The
existing reference data themselves should undergo a critical interpretation and selection, as some of
the series exhibit significant deviations from each other.
Conclusions: The GEANT4-DNA physics models available in the GEANT4 toolkit have been com-
pared in this article to available experimental data in the water vapor phase as well as to several
published recommendations on the mass stopping power. These models represent a first step in the
extension of the GEANT4 Monte Carlo toolkit to the simulation of biological effects of ionizing
radiation. © 2010 American Association of Physicists in Medicine. #DOI: 10.1118/1.3476457$
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Validation is holistic 

One has to validate the entire calculation system 

An inexperienced user can easily get wrong answers  
out of a good code in a valid régime 

"   User 
"   Computer system 
"   Problem setup 
"   Running 
"   Results analysis 

Including: 
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Columbia Space Shuttle damage 
" The Columbia Space Shuttle wing failed during re-entry due 

to hot gases entering a portion of the wing damaged by a 
piece of foam that broke off during launch 

" Shortly after launch, Boeing did an analysis using the code 
CRATER to evaluate the likelihood that the wing was 
seriously damaged 

" Problems with analysis: 
•  The analysis was carried out by an inexperienced user 
•  CRATER was designed to study the effects of micrometeorite 

impacts, and had been validated only for projectiles less that 1/400 the 
size and mass of the piece of foam that struck the wing 

•  Didn’t use a code like LS-DYNA that was the industry standard for 
assessing impact damage 

" The prior CRATER validation results indicated that the code 
gave conservative predictions 

" Analysis indicated that there might be some damage, but 
probably not at a level to warrant concern 

" (Maybe there was no way to fix the problem and avoid the 
accident)  

Columbia breakup"

— NASA Columbia Shuttle Accident Report"

Columbia re-entry"
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Establishing validity 

Comparison of simulation results and experimental data in 
the literature mainly rests on  
" qualitative visual appraisal of figures  
" indicators (%) deprived of any statistical relevance 

Agreement 
Good agreement 

Excellent agreement 
Satisfactory agreement 

… 
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Statistics  
" Mathematical foundation of Monte Carlo physics validation 

" Rigorous statistical methods assess 
‒ Whether a simulation model is consistent with nature 
▻  well, whether a simulation model is not inconsistent with nature… 

‒ Whether different simulation models produce (or do not produce) 
equivalent results in terms of compatibility with experiment 

" Hypothesis testing 
‒  Well established methods 

27 

§  χ2 

§  Klomogorov-Smirnov 
§  Anderson-Darling 
§  Cramer-von Mises 
§  etc. 

§  Fisher exact text 
§  Barnard test 
§  χ2 

§  etc. 

Goodness-of-fit tests Categorical data analysis  

Mainly applied to contingency tables 
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What is validated 

" Validation of the “ingredients” of Geant4 
‒ The foundation of Geant4 physics models 
‒ Cross sections 
‒ Differential cross sections (angular distributions, secondary 

particle energy spectra etc.) 

‒ Modeling assumptions 
" Validation of simulated observables produced by 

Geant4 in use cases 
‒ Largely represented in the literature 
‒ Often qualitative only 
‒ Seldom related to “physics ingredients” 

28 



Maria Grazia Pia, INFN Genova 

Data for software validation 

Experiments designed to elucidate a general 
physics principle or law 

(e.g. typical HEP experiments)  

Experiments designed to certify a detector  
(e.g. test beams) 

Experiments specifically designed to validate a 
software system/component 

Passive observations of physical events (e.g. 
supernovae explosions or the weather) 
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Validation: retrieving reliable data 

experimental data often exhibit 
large differences! 

… or there are no data, or the details of the experimental setup are not documented, or 
the systematic is not analyzed, or experimenters are not keen to share their data, or… 

error bars? 
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Which one is right? 

31 

Often an answer can 
be found only 

through a  
statistical analysis 
over a large sample 

of simulated and 
experimental data 
(and would be a result 
with a given CL, rather 

than black & white) 

H. Seo, M. G. Pia, P. Saracco, C. H. Kim, Ionization cross sections for low energy 
electron transport, IEEE Trans. Nucl. Sci., vol. 58, no. 6,  pp. 3219-3245, 2011 

Empty symbols: simulation models 
Filled symbols: experimental data 
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Can we quantify our ignorance? 

32 

Simulation codes usually contain parameters or model assumptions, which 
are not validated  (because of lack of experimental data, or conflicting data) 

Or we may use a simulation model  
outside the range where it has been validated 

Or we may not have a complete understanding of some physics processes 

These are sources of epistemic uncertainties, 
which in turn can be sources of systematic effects 

No generally 
accepted method of 
measuring epistemic 

uncertainties 

Interval analysis 

Dempster-Shafer 
theory of evidence 

IEEE Trans. Nucl. Sci., vol. 57, no. 5, pp. 2805-2830, October 2010  

Differenc
e of 

systematic 
effect 

Geant4 Precompound model  
activated through Binary Cascade 

 w.r.t. standalone Precompound model 

Deposited 
energy 

difference 
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What you validated yesterday,  
is still valid today? 

How does it look like a few years later? 

Validation of Geant4 low energy physics
models against electron energy

deposition and backscattering data
Anton Lechner, Student Member, IEEE, Maria Grazia Pia and Manju Sudhakar

Abstract—A comprehensive and systematic validation of
Geant4 electromagnetic physics models, relevant to the low-
energy domain (≤ 1 MeV), was performed. Considering different
materials, the energy deposition pattern and backscattering are
investigated for electron beams of varying energies and incident
angles. The obtained simulation results are compared against
high-precision experimental data. The study provides an useful
guidance for low-energy physics simulation applications based on
the Geant4 toolkit.

Index Terms—Geant4, validation, low-energy electrons.

I. INTRODUCTION

THE electron transport in matter is fundamental to simu-
lation applications involving electrons either as primary

particles or secondary products; thus a detailed understanding
of the accuracy of relevant models with respect to experimental
data is of great importance for Monte Carlo developers and
users. Systematic investigations of the simulation accuracy
over a variety of conditions, covering different materials and
energies, allow to obtain a global picture of the abilities and
shortcomings of physics models.

The study presented here addresses a comprehensive val-
idation of Geant4 [1], [2] electron energy deposition and
backscattering simulations for a variety of target materials,
incident angles and beam energies in the low-energy range (≤1
MeV). Simulation results are compared against experimental
data in [3], [4]. Earlier attempts exist to validate Geant4 against
these measurements, but they consider only a limited subset of
the available experimental data (see e.g. [5], [6]). The current
validation project has as its primary objective the coverage of
the complete experimental data set. An initial, still significant
collection of results is presented, focusing on Geant4 library-
based interactions models (see section II).

II. GEANT4 ELECTROMAGNETIC PHYSICS

The current validation process examines the accuracy
achievable with Geant4 physics models describing the elec-
tromagnetic interactions of electrons and photons. The Geant4
toolkit offers alternative physics process implementations ap-
plicable to simulations in the low-energy domain, which are

Manuscript received November 23, 2007.
A. Lechner is with the Atomic Institute of the Austrian Universities, Vienna

University of Technology, Vienna, Austria and CERN, Geneva, Switzerland.
M. G. Pia is with INFN Sezione di Genova, Via Dodecaneso 33, I-

16146 Genova, Italy (phone: +39 010 3536420, fax: +39 010 313358, e-mail:
MariaGrazia.Pia@ge.infn.it).

M. Sudhakar is with the ISRO Satellite Centre, Bangalore, India.

contained in the Low-Energy [7] and in the Standard [8]
electromagnetic packages. The relevant physics processes for
electrons and photons and the corresponding implementations
are summarized in Table I.

The Low-Energy package contains two alternative ap-
proaches for both electrons and photons: one relying on the
parametrization of data libraries (EEDL [9] for electrons and
EPDL [10] for photons) and the second utilizing analytical
descriptions originally developed for the Penelope Monte
Carlo code [11], [12]. Only results corresponding to the EEDL
and EPDL parametrizations are presented in this paper.

A unique implementation of the multiple-scattering process
exists in Geant4, which is part of the Standard package; this
process is used in all the simulations described here.

III. EXPERIMENTAL DATA

The experimental data considered for the radiation study
derive from [3] and [4]. The first reference includes a com-
prehensive collection of energy deposition measurements from
incident electrons as a function of penetration depth in various
targets, while the latter one provides a variety of experimental
electron energy and charge albedos. Both data sets cover
different target materials, spanning a wide range in atomic
number (from beryllium to uranium). The measured data sets
were originally intented for validating the TIGER code [13].
The uncertainty in the dose deposition is <2.2% [3].

For both experimental setups, calorimetric measurement
techniques were applied to determine the physical observables
under investigation:

• Longitudinal energy delivery pattern. To measure the
energy deposition at a specified distance from the target
surface, a calorimeter foil was placed between a front
layer and a “semi-infinite” backward layer, i.e. a slab
thicker than the range of most electrons. The calorimeter
was made of the same material as the entire target
configuration.
For a given front slab, the measurement depth was deter-
mined as the slabs’ thickness plus half the calorimeter
thickness. Measurements were performed for different
thicknesses of the front layers.

• Backscattering. The fractions of energy and charge
backscattered from the target surface were determined
indirectly by measuring the energy deposition and the
current in a calorimeter. The albedos were then obtained
by taking the complement, where for the energy albedos a
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Validation of Geant4 Low Energy Electromagnetic
Processes Against Precision Measurements of

Electron Energy Deposition
Anton Lechner, Maria Grazia Pia, and Manju Sudhakar

Abstract—A comparison of energy deposition profiles produced
by Geant4-based simulations against calorimetric measurements
is reported, specifically addressing the low energy range. The en-
ergy delivered by primary and secondary particles is analyzed as
a function of the penetration depth. The experimental data con-
cern electron beams of energy between approximately 50 keV and
1 MeV and several target materials of atomic number between 4
and 92. The simulations involve different sets of physics process
models and versions of the Geant4 toolkit. The agreement between
simulations and experimental data is evaluated quantitatively; the
differences in accuracy observed between Geant4 models and ver-
sions are highlighted. The results document the accuracy achiev-
able in use cases involving the simulation of low energy electrons
with Geant4 and provide guidance to the experimental applications
concerned.

Index Terms—Calorimeter, dosimetry, Geant4, Monte Carlo,
simulation.

I. INTRODUCTION

T HE transport of electrons in matter is fundamental to the
simulation of a large variety of experimental problems,

where electrons are involved either as primary particles or sec-
ondary products of interaction. Systematic investigations of the
accuracy of physics simulation models over a variety of condi-
tions, encompassing different interacting materials and electron
energies, allow both Monte Carlo developers and users to obtain
a comprehensive appraisal of the abilities and shortcomings of
available simulation tools.

The study presented here addresses the validation of
processes in the Geant4 [1], [2] Low Energy Electromag-
netic package [3], [4]: the energy deposited by electrons in
Geant4-based simulations is compared against experimental
data from [5] for various target materials, incident angles, beam
energies and simulation models.

These high precision experimental measurements have been
considered a valuable reference for Monte Carlo systems; they
were originally meant for the validation of the ITS (Integrated
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Tiger Series) [6] system, but they have been exploited in various
validation studies of Monte Carlo codes, like [7]–[11]. They
still represent the most comprehensive set of reference data for
benchmarking simulation models of electron energy deposition
in the low energy range, including various materials, primary
electron energies and incident angles.

Previous evaluations of Geant4 physics models [13]–[16]
were performed against these experimental measurements:
they concerned a subset of the available data, limited to a few
materials and beam settings; [14] was specifically focussed on
the optimization of user-defined parameters in the simulation
application, while [13] investigated the effect of parameter set-
tings in an early version of Geant4 multiple scattering model.
The Geant4 toolkit has been subject to further evolutions since
their publication.

This paper presents a comprehensive set of validation results
based on the experimental data concerning single element tar-
gets in [5]. The study is characterized by a faithful reproduction
of the experimental set-up in the simulation and by a quantita-
tive statistical analysis of the results. Two topics were addressed
with particular emphasis in the validation process: the evalua-
tion of effects in dosimetric simulations related to the evolution
of Geant4 multiple scattering algorithm, and the comparison of
the accuracy of two Geant4 sets of physics models specifically
devoted to the low energy domain.

These results complement the comparison [17] of Geant4
electromagnetic models against the NIST Physical Reference
Data [18] as a reference for experimental applications concerned
with the reliability of Geant4-based simulations in the low en-
ergy range.

II. EXPERIMENTAL DATA

The experimental data exploited in this simulation validation
study derive from [5]. The measurement technique is described
in detail in [5] and [19].

The experimental set-up consisted of an electron beam im-
pinging on a target equipped with a calorimeter. The target was
configured with a semi-infinite geometry, in such a way that the
longitudinal profile of the energy deposition could be measured.

The experimental apparatus consisted of a front slab of pas-
sive material, a calorimeter and a so-called “infinite” plate. The
calorimeter was made of a thin foil of the material under in-
vestigation. The front slab consisted of either a single material
or a stack of foils of different materials; the present study con-
cerned only the data taken with a front slab of the same material

0018-9499/$25.00 © 2009 IEEE

TNS, 2009 

software changes… 



Maria Grazia Pia, INFN Genova 

V. Ivanchenko et al., Recent Progress of Geant4 
Electromagnetic Physics and Readiness for the LHC Start, 
XII Advanced Computing and Analysis Techniques in 
Physics Research, Erice, Italy, 3-7 November 2008  

P
o
S
(
A
C
A
T
0
8
)
1
0
8

 

 

 

 
¤ Copyright owned by the author(s) under the terms of the Creative Commons Attribution-NonCommercial-ShareAlike Licence. http://pos.sissa.it 

 

Recent Progress of Geant4 Electromagnetic Physics 
and Readiness for the LHC Start  

Vladimir Ivanchenko1, John Apostolakis 
CERN, CH-1211 Geneve 23, Switzerland 
E-mail: Vladimir.Ivantchenko@cern.ch, John.Apostolakis@cern.ch  

Andreas Schaelicke 
DESY, 15738 Zeuthen, Germany 
E-mail: Andreas.Schaelicke@desy.de  

Laszlo Urban 
Geant4 Associates International Ltd, United Kingdom 
E-mail: Laszlo.Urban@cern.ch  

Toshiyuki Toshito 
KEK, Tsukubo, Ibaraki 305-0801 Japan 
E-mail: ttoshito@post.kek.jp   

Sabine Elles, Jean Jacquemier, Michel Maire 
LAPP, 74941 Annecy-le-vieux, France 
E-mail: Sabine.Elles@lapp.in2p3.fr,  Jean.Jacquemier@lapp.in2p3.fr, Michel.Maire@lapp.in2p3.it 

Alexander Bagulya, Vladimir Grichine 
Lebedev Physics Institute, 119991Moscow, Russia 
E-mail: Alexander.Bagulya@cern.ch, Vladimir.Grichine@cern.ch  

Alexei Bogdanov, Rostislav Kokoulin 
MEPhI, 115409 Moscow, Russia 
E-mail: agbogdanov@mephi.ru, rpkokoulin@mephi.ru  

Peter Gumplinger 
TRIUMF, Vancouver, Canada 
E-mail: gum@triumf.ca  

The status of Geant4 electromagnetic (EM) physics models is presented, focusing on the models 
most relevant for collider HEP experiments, at LHC in particular.   

XII Advanced Computing and Analysis Techniques in Physics Research 
Erice, Italy 
3-7 November, 2008 

                                                 
1  Speaker 

Progress in NUCLEAR SCIENCE and TECHNOLOGY, Vol. 2, pp.898-903 (2011)

c© 2011 Atomic Energy Society of Japan, All Rights Reserved.

898

REVIEW 
 
 

Recent Improvements in Geant4 Electromagnetic Physics Models and Interfaces 
 

Vladimir IVANCHENKO1,2,3*, John APOSTOLAKIS1, Alexander BAGULYA4, Haifa Ben ABDELOUAHED5, 
Rachel BLACK6, Alexey BOGDANOV7, Helmut BURKHARD1, Stéphane CHAUVIE8, Pablo CIRRONE9, 
 Giacomo CUTTONE9, Gerardo DEPAOLA10, Francesco Di ROSA9, Sabine ELLES11, Ziad FRANCIS12, 

Vladimir GRICHINE4, Peter GUMPLINGER13, Paul GUEYE6, Sebastien INCERTI14, Anton IVANCHENKO14, 
Jean JACQUEMIER11, Anton LECHNER1,15, Francesco LONGO16, Omrane KADRI5, Nicolas KARAKATSANIS17, 

Mathieu KARAMITROS14, Rostislav KOKOULIN7, Hisaya KURASHIGE18, Michel MAIRE11,19, Alfonso MANTERO20, 
Barbara MASCIALINO21, Jakub MOSCICKI1, Luciano PANDOLA22, Joseph PERL23, Ivan PETROVIC9, 

Aleksandra RISTIC-FIRA9, Francesco ROMANO9, Giorgio RUSSO9, Giovanni SANTIN24, Andreas SCHAELICKE25, 
Toshiyuki TOSHITO26, Hoang TRAN14, Laszlo URBAN19, Tomohiro YAMASHITA27 and Christina ZACHARATOU28 

 
1 CERN, CH1211 Geneve 23, Switzerland 

2 Ecoanalytica,119899 Moscow, Russia 
3 Metz University, LPMC, 57078 Metz, France 

4 Lebedev Physics Institute, 119991 Moscow, Russia 
5 CNSTN, 2020 Tunis, Tunisia, 

6 Hampton University, Hampton VA 23668, USA 
7 MEPhI, 115409 Moscow, Russia 

8 INFN/Torino, Italy 
9 INFN/LNS, I-95125 Catania, Italy 

10 FAMAF, Argentina 
11 LAPP, 74941 Anneccy-le-vieux, France 

12 IRSN, 92262 Fontenay-aux-Roses, France 
13 TRIUMF, Vancouver, Canada 

14 Université Bordeaux 1, CNRS/IN2P3, CENBG, Ch. Du Solarium, BP120, 33175 Gradignan, France 
15Atomic Institute of the Austrian Universities, Vienna, Austria 

16 INFN/Trieste, Italy 
17 NTUA, Greece 

18 Kobe University, Japan 
19 Geant4 Associates International Ltd, United Kingdom 

20 INFN/Genoa, Italy 
21 Karolinska Institutet, S-171-76 Stockholm, Sweden 

22 INFN/LNGS, I-67100 Assergi (AQ), Italy 
23 SLAC, Menlo Park, CA, USA 

24 ESA/ESTEC, 2200 AG Noordwjik, The Netherlands 
25 DESY,15738 Zeuthen, Germany 

26 Nagoya City Hall, Nagoya, Japan 
27 Hyogo Ion Beam Medical Center, Tatsuno, Japan 

28 Niels Bohr Institute, Denmark 
 
 

An overview of the electromagnetic (EM) physics of the Geant4 toolkit is presented. Two sets of EM models are 
available: the "Standard" initially focused on high energy physics (HEP) while the "Low-energy" was developed for 
medical, space and other applications. The "Standard" models provide a faster computation but are less accurate for 
keV energies, the "Low-energy" models are more CPU time consuming. A common interface to EM physics models 
has been developed allowing a natural combination of ultra-relativistic, relativistic and low-energy models for the 
same run providing both precision and CPU performance. Due to this migration additional capabilities become 
available. The new developments include relativistic models for bremsstrahlung and e+e- pair production, models of 
multiple and single scattering, hadron/ion ionization, microdosimetry for very low energies and also improvements in 
existing Geant4 models. In parallel, validation suites and benchmarks have been intensively developed. 

KEYWORDS: Geant4, bremsstrahlung, Monte Carlo, multiple scattering, energy loss 
 

 
I. Introduction1 

Geant4 is a general purpose toolkit1,2) for Monte Carlo si-
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mulation of particle transport in matter. The standard EM 
package of Geant41,3-12) provides simulation of EM interac-
tions of particles in the energy interval from 1 keV to 10 PeV. 
It is used for Monte Carlo production for the Large Hadron 
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Abstract— A review of Geant4 model and benchmark 

developments in the framework of an Electron Shielding project 
sponsored by ESA is presented. It includes extensions of electron 
ionisation models to lower energies, development of a new 
standard model of bremsstrahlung and a new angular generator 
of bremsstrahlung, and new standard models of Compton and 
Rayleigh scattering. New validation benchmarks have been 
developed for electron scattering and bremsstrahlung; also a 
simple benchmark tool has been developed for the GRAS tool. 
With the new benchmarks Geant4 simulation results can be 
compared with EGSnrc and Penelope predictions. 

Index Terms— Geant4, gamma rays, physics computing, 
simulation, software tools 

I. INTRODUCTION

EANT4 is a toolkit for Monte Carlo simulation of the 
transportation and interaction of particles in matter [1], 

[2]. It is applicable for a wide variety of applications including 
high energy physics, space and medical science. The Geant4 
electromagnetic standard physics sub-package [3] is an 
important component of the toolkit. In the current report we 
summarise results of recent developments for Standard Geant4 
models used for electron transport simulations and new results 
of validations performed in the framework of the ESA funded 
project. The goals of the project are to improve the accuracy 
of Geant4 simulations of radiation transport of electrons for 
space shielding applications. For these validation studies 
standard, low-energy Livermore and low-energy Penelope 
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models of Geant4 were used. The results were compared with 
experimental data and published results of EGSnrc and 
Penelope codes. 

II. GEANT4 INTERFACE UPGRADE

Recently Geant4 software interfaces for electromagnetic 
physics processes were unified between all electromagnetic 
sub-packages including Standard, Livermore, Penelope and 
DNA [4]. As a result, combined Physics Lists collecting a 
desired set of models from different sub-packages can be built 
per particle type and energy range. The Standard models are 
used above 1 GeV in all cases; for low-energies a selection 
should be made to provide the needed accuracy in a concrete 
Geant4 application efficiently. One of the goals of the current 
project was to study the accuracy of different models for 
different energy ranges and to provide recommendations for 
the Physics List to be used for electron shielding simulations. 

The unification of Geant4 interfaces for electromagnetic 
physics was completed when a common approach for 
simulation of atomic de-excitation had been developed [5]. 
This was achieved by the introduction of a new abstract 
G4VAtomDeexcitation interface and its first concrete 
implementation, G4UAtomicDeexcitation. With this new 
interface the atomic de-excitation module can be activated for 
any electromagnetic or other physics model of Geant4. 

III. GEANT4 MODELS UPGRADE

A. Electron multiple scattering 
The process of multiple scattering (MSC) of charged 

particles is an important component of Monte Carlo transport. 
At high energy it defines the deviation of charged particles 
from ideal tracks, limiting the spatial resolution of detectors. 
Scattering of low-energy electrons defines energy flow via 
volume boundaries, directly affecting all application domains 
including transmission through shielding, and therefore in-
flight predictions of dose inside spacecraft. The Geant4 toolkit 
offers several models of multiple scattering [6]. The 
production model is developed by L.Urban [7] and it is used in 
Geant4 by default.  

New Geant4 Model and Interface Developments 
for Improved Space Electron Transport 

Simulations: First results 
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TABLE VIII
p-VALUES OF THE TESTS FOR LONGITUDINAL ENERGY DEPOSITION: SIMULATIONS WITH ELECTRON-PHOTON MODELS BASED ON EEDL–EPDL

models in these versions, not exceeding 0.3 for any model: this

observation suggests that the analysis of contingency tables for

these Geant4 versions would have scarce discriminating power

to appreciate differences in accuracy associated with any model.

According to Table XIII, the hypothesis of equivalent com-

patibility with experiment for the electron–photonmodels based

on EEDL–EPDL and the models in the “standard” package is

rejected in Geant4 version 9.1, while it is not rejected in the

later versions. The efficiency of both sets of models is lower in
Geant4 versions later than 9.1, therefore the result of the statis-

tical tests cannot be explained by an improvement of the accu-

racy of the models in Geant4 standard electromagnetic package.

This result could be due to a worse degradation of the accuracy

of the models based on EEDL–EPDL than of the standard ones

in versions later than 9.1, or could be explained by the loss of

discriminating power of the tests over contingency tables when

only a small number of test cases “pass” the test of compat-

ibility between simulation and experiment.

Based on the results in Tables XII and XIII, one can con-

clude that the three sets of electron–photon models contribute to

significantly different simulation accuracy when using Geant4
9.1, while, along with a general degradation of simulation accu-

racy in later Geant4 versions, the selection of electron–photon

models is less critical when using other, more recent versions.

The simulations based on Penelope-like and standard

electron–photon models exhibit statistically equivalent com-

patibility with experimental data: the null hypothesis of

equivalence of the two categories is never rejected in any of the

test cases summarized in Table XIV.

C. Evolution of Penelope-Like Electron-Photon Modeling

The general trend of the results reported in Section VI-B

does not suggest any major variations in the compatibility of

the Penelope-like models with experimental data, where differ-

ences could have arisen due to the update from Penelope 2001

to Penelope 2008. Since classes reengineered from both Pene-

lope versions coexist in Geant4 9.5, it is possible to compare

their accuracy directly in that context.

Longitudinal energy deposition profiles were produced with
Geant4 9.5 using both implementations of Penelope-like elec-

tron–photon models, keeping all other simulation features un-

changed, and were subject to the same analysis procedure. The

results of the test appear similar for the two implementations:

the number of test cases that “pass” the test is 4 and 5, using

code reengineered from Penelope 2008 and 2001 respectively,

while the hypothesis of compatibility with experimental mea-

surements is rejected in 26 and 25 test cases respectively.

The analysis of the resulting 2 2 table does not reject the

hypothesis of equivalent compatibility with experiment using

Penelope 2008 or 2001: the p-value of McNemar’s test is 0.317,

while it is 1 for McNemar’s exact test. These results suggest

that the reengineered Penelope 2008 models do not represent

a significant improvement with respect to the 2001 ones in the
experimental scenario subject to evaluation.

D. Evolution Over Geant4 Versions

One can observe in Fig. 13 a similar trend associated with

all Geant4 electron–photon models: for each modeling option
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Validation of Geant4 Simulation of Electron
Energy Deposition

Matej Batiþ, Gabriela Hoff, Maria Grazia Pia, Paolo Saracco, and Georg Weidenspointner

Abstract—Geant4-based simulations of the energy deposited by
electrons in various materials are quantitatively compared to high-
precision calorimetric measurements taken at Sandia Laborato-
ries. The experimental data concern electron beams of energy be-
tween a few tens of kilolectron volt and 1 MeV at various inci-
dence angles. Two experimental scenarios are evaluated: the longi-
tudinal energy deposition pattern in a finely segmented detector,
and the total energy deposited in a larger size calorimeter. The
simulations are produced with Geant4 versions from 9.1 to 9.6;
they involve models of electron–photon interactions in the stan-
dard and low energy electromagnetic packages, and various imple-
mentations of electron multiple scattering. Significant differences
in compatibility with experimental data are observed in the lon-
gitudinal energy deposition patterns produced by the examined
Geant4 versions, while the total deposited energy exhibits smaller
variations across the various Geant4 versions, with the exception
Geant4 9.4. The validation analysis, based on statistical methods,
shows that the best compatibility between simulation and experi-
mental energy deposition profiles is achieved using electromagnetic
models based on the EEDL and EPDL evaluated data libraries
with Geant4 9.1. The results document the accuracy achievable in
the simulation of the energy deposited by low energy electrons with
Geant4; they provide guidance for application in similar experi-
mental scenarios and for improving Geant4.

Index Terms—Dosimetry, electrons, Geant4, Monte Carlo, sim-
ulation.

I. INTRODUCTION

T HE simulation of the interactions with matter of electrons
and of their secondary particles is one of the main tasks

of any Monte Carlo codes for particle transport. The resulting
energy deposition is relevant to a wide variety of experimental
applications, where electrons contribute to determine experi-
mental observables either as primary or secondary particles.
High-precision experimental measurements [1]–[5] were

performed at the Sandia National Laboratories, specifically
for the validation of the ITS (Integrated Tiger Series) [6]
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2013. Date of publication August 06, 2013; date of current version August 14,
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simulation code: they concern electrons with energies ranging
from a few tens of keV to 1 MeV and involve various target
materials and electron incidence angles. These experimental
data are still regarded as the most comprehensive reference
for benchmarking the simulation of energy deposition by low
energy electrons: they have been exploited in the validation
[7]–[15] of numerous general-purpose Monte Carlo codes
other than the ITS system, for which the measurements were
originally intended, such as EGS [16], EGSnrc [17], Geant4
[18], [19], MCNP [20], MCNPX [21], and Penelope [22].
The validation of simulated electron energy deposition in [15]

concerns two versions of Geant4, 8.1p02 and 9.1: the latter
was the latest version available at the time when the article
was written. Some differences in compatibility with experiment
were observed between the two Geant4 versions, which were
ascribed to evolutions in Geant4 multiple scattering implemen-
tation.
Statements of improvements to Geant4 simulation of elec-

tromagnetic interactions have been reported in the literature
[23]–[26] since the publication of [15], and a multiple scattering
model specifically addressing the transport of electrons [27] has
been introduced in the Geant4 toolkit. This paper documents
quantitatively how these evolutions in Geant4 electromagnetic
physics domain affect the accuracy of the simulation of the en-
ergy deposited by low energy electrons: it reports comparisons
between experimental data in [1]–[4] and simulations based on
Geant4 versions from 9.1 to 9.6, which span five years’ Geant4
development.
In this respect, it is worthwhile to note that several versions

of Geant4 are actively used in the experimental community at
any given time, not limited to the latest release: in fact, despite
the fast release rate of Geant4 of one or two new versions per
year, often complemented by correction patches, experimental
projects usually require a stable simulation production environ-
ment for large portions of their life-cycle and retain a Geant4
version in their simulation productions for an extended period,
even though new versions may become available in the mean-
time.
Besides the effects due to the evolution of Geant4 electro-

magnetic physics, this paper evaluates quantitatively another
issue of experimental relevance: the sensitivity to physics mod-
eling features in relation to the geometrical granularity of the
detector.
The results of this validation analysis provide guidance

to experimental users in optimizing the configuration of
Geant4-based applications in scenarios concerned by the sim-
ulation of the energy deposited by low energy electrons. This
investigation may be relevant also to high energy experiments,

0018-9499 © 2013 IEEE
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What is bad may be good 

validation: (A) […] 
(B) The process of 
providing evidence 
t h a t t h e s y s t e m , 
software, or hardware 
and its associated 
p r o d u c t s s a t i s f y 
r e q u i r e m e n t s 
allocated to it at the 
end of each life cycle 
activity, solve the right 
p r o b l e m ( e . g . , 
c o r r e c t l y  m o d e l 
p h y s i c a l  l a w s , 
implement business 
rules, and use the 
p r o p e r  s y s t e m 
assumptions), and 
satisfy intended use 
and user needs. 
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Conference papers 

38 

“The Urban93 MSC model was introduced and validated within 
Geant4 release 9.3 and made default in Geant4 release 9.4. With this 
model simulation results for low Z materials have improved. 
In general the accuracy of the Urban model is of the order of a few 
percent, sufficient for most HEP applications.” 

•  J. Apostolakis et al., Recent Progress of Geant4 Electromagnetic Physics and 
Readiness for the LHC Start, XII Workshop Advanced Computing and Analysis 
Techniques in Physics Research (ACAT), 2008 

•  J. Apostolakis et al., Validation and verification of Geant4 standard electromagnetic 
physics, J. Phys.: Conf. Series 219 (2010) 032044 (CHEP 2009)  

•  A. Schälicke et al., Geant4 electromagnetic physics for the LHC and other HEP 
applications, J. Phys.: Conf. Series 331 (2011) 032029 (CHEP 2010) 

•  V. Ivanchenko et al., Recent Improvements in Geant4 Electromagnetic Physics 
Models and Interfaces, Progr. Nucl. Sci. Technol., 2 (2011) 898-903 (SNA+Monte 
Carlo 2010) 

•  J. Allison et al., Geant4 electromagnetic physics for high statistic simulation of LHC 
experiment, J. Phys.: Conf. Series, 396 (2012) 022013 (CHEP 2012) 

An example: 
…etc. 
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Validation of Proton Ionization Cross Section
Generators for Monte Carlo Particle Transport

Matej Batič, Maria Grazia Pia, and Paolo Saracco

Abstract—Three software systems, ERCS08, ISICS 2011 and
Šmit’s code, that implement theoretical calculations of inner shell
ionization cross sections by proton impact, are validated with re-
spect to experimental data. The accuracy of the cross sections they
generate is quantitatively estimated and inter-compared through
statistical methods. Updates and extensions of a cross section data
library relevant to PIXE simulation with Geant4 are discussed.

Index Terms—Geant4, ionization, Monte Carlo, Particle In-
duced X-ray Emission (PIXE), simulation.

I. INTRODUCTION

T HE calculation of inner shell ionization cross sections
by proton and ion impact is an important component of

the simulation of Particle Induced X-ray Emission (PIXE) and
the analysis of experimental PIXE spectra. The Energy-loss
Coulomb Perturbed Stationary State Relativistic (ECPSSR) [1]
theory with its variants is regarded as the standard approach for
cross section calculations in the domain of PIXE applications,
which typically concern the energy range up to a few tens MeV
and the whole range of elements in the periodic system. It
provides inner shell ionization cross sections for PIXE analysis
codes such as GeoPIXE [2], GUPIX [3]–[5], PIXAN [6],
PIXEF [7], PIXYKLM [8], Sapix [9], and TTPIXAN [10], and
for specialized PIXE simulation codes [11]–[13].

Several cross section models for the computation of inner
shell ionization by proton and particle impact are available in a
package for PIXE simulation [14] released in Geant4 [15], [16]
9.4 version; they include models based on the plane wave Born
approximation (PWBA) [17], the ECPSSR model in a number
of variants and a collection of empirical models, deriving from
fits to experimental data. The PWBA and ECPSSR cross sec-
tion models (with variants) exploit tabulations produced by the
ISICS [18] code for K, L and M shells, which have been assem-
bled in a data library [19] publicly distributed by RSICC (Radia-
tion Safety Information Computational Center at the Oak Ridge
National Laboratory).

A new version of ISICS and an entirely new code for the
calculation of ECPSSR cross sections (with variants), ERCS08
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[20], have become available since the publication of the previ-
ously cited paper on Geant4 PIXE simulation. This paper eval-
uates the cross sections deriving from these evolutions, along
with those calculated by Šmit’s code [21] (identified in the fol-
lowing as KIO-LIO), which is consistent with pristine ECPSSR
formulation.

The K and L shell proton ionization cross sections produced
by these three theoretical generators are compared with refer-
ence collections of experimental data to assess their validity, in
compliance with the IEEE Standard for Software Verification
and Validation [22]. The results of this validation process docu-
ment quantitatively the relative merits of the three codes, eval-
uate the impact of the newly available calculations on Geant4
accuracy and identify the state-of-the-art of theoretical cross
sections for PIXE simulation with Geant4.

II. THEORETICAL OVERVIEW

In the PWBA approach [17], the first-order Born approxima-
tion is used in scattering theory to describe the interaction be-
tween an incident charged particle and an atomic target. This
treatment is justified when the atomic number of the projectile
is much smaller than the atomic number of the target, and the
velocity of the incident particle is much larger than the velocity
of the target-atom electron velocities.

The PWBA cross section in the center of mass system for the
ionization of a given shell is given by

(1)

where:

(2)

is the Bohr radius, is the projectile atomic number, is
the effective atomic number of the target atom, is the reduced
universal function, and the reduced atomic electron binding en-
ergy and reduced projectile energy are given by

(3)

(4)

with E, M and U representing the energy, mass and atomic
binding energy of the projectile and the target, respectively iden-
tified by the indices 1 and 2. The analytical formulation of the
reduced universal function can be found in [18].

The ECPSSR theory [1] was proposed to address the short-
comings of the PWBA approach in the energy range relevant to
PIXE experimental practice (approximately up to a few tens of
MeV); it accounts for the energy loss and Coulomb deflection

0018-9499/$26.00 © 2011 IEEE

p 
2984 IEEE TRANSACTIONS ON NUCLEAR SCIENCE, VOL. 60, NO. 4, AUGUST 2013

Validation of Geant4-Based Radioactive
Decay Simulation

Steffen Hauf, Markus Kuster, Matej Batiþ, Zane W. Bell, Dieter H. H. Hoffmann, Philipp M. Lang, Stephan Neff,
Maria Grazia Pia, Georg Weidenspointner, and Andreas Zoglauer

Abstract—Radioactive decays are of concern in a wide variety
of applications using Monte-Carlo simulations. In order to prop-
erly estimate the quality of such simulations, knowledge of the ac-
curacy of the decay simulation is required. We present a valida-
tion of the original Geant4 Radioactive Decay Module, which uses
a per-decay sampling approach, and of an extended package for
Geant4-based simulation of radioactive decays, which, in addition
to being able to use a refactored per-decay sampling, is capable of
using a statistical sampling approach. The validation is based on
measurements of calibration isotope sources using a high purity
Germanium (HPGe) detector; no calibration of the simulation is
performed. For the considered validation experiment equivalent
simulation accuracy can be achieved with per-decay and statistical
sampling.

Index Terms—Geant4, high purity germanium detector, radio-
active decay, simulation, validation.

I. INTRODUCTION

R ADIOACTIVE decays and the resulting radiation play
an important role for many experiments, either as an ob-

servable, as a background source, or as a radiation hazard. De-
tailed knowledge of the radiation in and around an experiment
and its detectors is thus required for successful measurements
and the safety of the experimentalist. At the same time the in-
creasing complexity of experiments often makes it prohibitively
expensive, if not impossible, to completely determine an ex-
periment’s radiation characteristics and response frommeasure-
ments alone. This is especially true during the design phase of
a new project—much of the hardware may either not be avail-
able or the environmental conditions the experiment will be sub-
jected to cannot be replicated (e.g. in space-based observato-
ries). In order to circumvent these limitations it has become in-
creasingly common to estimate an experiment’s radiation and
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response characteristics with the help of computer simulations.
General-purpose Monte-Carlo systems such as Geant4 [1], [2]
are frequently the tool of choice for such simulations, as they
allow for the modeling of complex geometries and a wide range
of physical processes. The accuracy of these simulation-derived
estimates is determined by the accuracy of the individual con-
tributing processes, which in turn is validated by measurements.
The radioactive decay code implemented in the released ver-

sion of Geant4 has been previously compared to experimental
measurements in a number of works, e.g. [3]–[6]. In these com-
parisons the simulated detector geometry is usually calibrated
to the experiment in an iterative process so that the simulation
better models the measurements. Whereas this method can pro-
duce simulation results consistent with experimental data within
reasonable error margins determined by the experimental setup,
it obfuscates how well a noncalibrated geometry can be simu-
lated by Geant4. The ability to run absolute models is important
if simulations are used to aid in the development of new detec-
tors: in that context hardware, and thus measurements to com-
pare against, do not exist.
A validation addressing this issue, like the one presented in

this work, requires a self-consistent approach, i.e. only known
experimental properties are used as simulation input. Accord-
ingly, we have refrained from iteratively optimizing the detector
geometry, with the sole exception of the simulated calibration
source itself—a topic discussed in Section IV-B.
The following sections provide an overview of the software

for the simulation of radioactive decays in the Geant4 environ-
ment, discuss the strategy adopted for the validation process,
and document the experimental measurements and the corre-
sponding simulation. The validation results are divided into a
comparison of the photo peaks in Section V-A and the complete
spectra including the continuum in Section V-B.

II. RADIOACTIVE DECAYS IN GEANT4
A package for the simulation of radioactive decays [7], [8]

has been available in the Geant4 simulation toolkit since ver-
sion 2.0, in which it was named radiative_decay. Since Geant4
version 6.0 it has been named radioactive_decay, although it
is conventionally known as Geant4 RDM (Radioactive Decay
Module), and identified as “original RDM” in the following.
Radioactive decays are simulated in this package by a process
implemented in the G4RadioactiveDecay class, which sam-
ples secondary particles on a per-decay basis. The software
implementation involves the optional use of event biasing
techniques. The simulation of radioactive decays is data driven,
using a reprocessed ENSDF library [9]. From this library the
algorithm samples any direct decay emission (i.e. and
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Validation of Geant4 Simulation of Electron
Energy Deposition

Matej Batiþ, Gabriela Hoff, Maria Grazia Pia, Paolo Saracco, and Georg Weidenspointner

Abstract—Geant4-based simulations of the energy deposited by
electrons in various materials are quantitatively compared to high-
precision calorimetric measurements taken at Sandia Laborato-
ries. The experimental data concern electron beams of energy be-
tween a few tens of kilolectron volt and 1 MeV at various inci-
dence angles. Two experimental scenarios are evaluated: the longi-
tudinal energy deposition pattern in a finely segmented detector,
and the total energy deposited in a larger size calorimeter. The
simulations are produced with Geant4 versions from 9.1 to 9.6;
they involve models of electron–photon interactions in the stan-
dard and low energy electromagnetic packages, and various imple-
mentations of electron multiple scattering. Significant differences
in compatibility with experimental data are observed in the lon-
gitudinal energy deposition patterns produced by the examined
Geant4 versions, while the total deposited energy exhibits smaller
variations across the various Geant4 versions, with the exception
Geant4 9.4. The validation analysis, based on statistical methods,
shows that the best compatibility between simulation and experi-
mental energy deposition profiles is achieved using electromagnetic
models based on the EEDL and EPDL evaluated data libraries
with Geant4 9.1. The results document the accuracy achievable in
the simulation of the energy deposited by low energy electrons with
Geant4; they provide guidance for application in similar experi-
mental scenarios and for improving Geant4.

Index Terms—Dosimetry, electrons, Geant4, Monte Carlo, sim-
ulation.

I. INTRODUCTION

T HE simulation of the interactions with matter of electrons
and of their secondary particles is one of the main tasks

of any Monte Carlo codes for particle transport. The resulting
energy deposition is relevant to a wide variety of experimental
applications, where electrons contribute to determine experi-
mental observables either as primary or secondary particles.
High-precision experimental measurements [1]–[5] were

performed at the Sandia National Laboratories, specifically
for the validation of the ITS (Integrated Tiger Series) [6]
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simulation code: they concern electrons with energies ranging
from a few tens of keV to 1 MeV and involve various target
materials and electron incidence angles. These experimental
data are still regarded as the most comprehensive reference
for benchmarking the simulation of energy deposition by low
energy electrons: they have been exploited in the validation
[7]–[15] of numerous general-purpose Monte Carlo codes
other than the ITS system, for which the measurements were
originally intended, such as EGS [16], EGSnrc [17], Geant4
[18], [19], MCNP [20], MCNPX [21], and Penelope [22].
The validation of simulated electron energy deposition in [15]

concerns two versions of Geant4, 8.1p02 and 9.1: the latter
was the latest version available at the time when the article
was written. Some differences in compatibility with experiment
were observed between the two Geant4 versions, which were
ascribed to evolutions in Geant4 multiple scattering implemen-
tation.
Statements of improvements to Geant4 simulation of elec-

tromagnetic interactions have been reported in the literature
[23]–[26] since the publication of [15], and a multiple scattering
model specifically addressing the transport of electrons [27] has
been introduced in the Geant4 toolkit. This paper documents
quantitatively how these evolutions in Geant4 electromagnetic
physics domain affect the accuracy of the simulation of the en-
ergy deposited by low energy electrons: it reports comparisons
between experimental data in [1]–[4] and simulations based on
Geant4 versions from 9.1 to 9.6, which span five years’ Geant4
development.
In this respect, it is worthwhile to note that several versions

of Geant4 are actively used in the experimental community at
any given time, not limited to the latest release: in fact, despite
the fast release rate of Geant4 of one or two new versions per
year, often complemented by correction patches, experimental
projects usually require a stable simulation production environ-
ment for large portions of their life-cycle and retain a Geant4
version in their simulation productions for an extended period,
even though new versions may become available in the mean-
time.
Besides the effects due to the evolution of Geant4 electro-

magnetic physics, this paper evaluates quantitatively another
issue of experimental relevance: the sensitivity to physics mod-
eling features in relation to the geometrical granularity of the
detector.
The results of this validation analysis provide guidance

to experimental users in optimizing the configuration of
Geant4-based applications in scenarios concerned by the sim-
ulation of the energy deposited by low energy electrons. This
investigation may be relevant also to high energy experiments,
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Evaluation of Atomic Electron Binding Energies
for Monte Carlo Particle Transport

Maria Grazia Pia, Hee Seo, Matej Batic, Marcia Begalli, Chan Hyeong Kim, Lina Quintieri, and Paolo Saracco

Abstract—A survey of atomic binding energies used by general
purpose Monte Carlo systems is reported. Various compilations of
these parameters have been evaluated; their accuracy is estimated
with respect to experimental data. Their effects on physical quan-
tities relevant to Monte Carlo particle transport are highlighted:
X-ray fluorescence emission, electron and proton ionization cross
sections, and Doppler broadening in Compton scattering. The ef-
fects due to different binding energies are quantified with respect
to experimental data. Among the examined compilations, EADL is
found in general a less suitable option to optimize simulation ac-
curacy; other compilations exhibit distinctive capabilities in spe-
cific applications, although in general their effects on simulation
accuracy are rather similar. The results of the analysis provide
quantitative ground for the selection of binding energies to opti-
mize the accuracy of Monte Carlo simulation in experimental use
cases. Recommendations on software design dealing with these pa-
rameters and on the improvement of data libraries for Monte Carlo
simulation are discussed.

Index Terms—Geant4, ionization, Monte Carlo, PIXE, simula-
tion, X-ray fluorescence.

I. INTRODUCTION

T HE simulation of particle interactions in matter involves
a number of atomic physics parameters, whose values af-

fect physics models applied to particle transport and experi-
mental observables calculated by the simulation. Despite the
fundamental character of these parameters, a consensus has not
always been achieved about their values, and different Monte
Carlo codes use different sets of parameters.

Atomic parameters are especially relevant to simulation sce-
narios that are sensitive to detailed modeling of the properties
of the interacting medium. Examples include the generation of
characteristic lines resulting from X-ray fluorescence or Auger
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electron emission, and precision simulation studies, such as mi-
crodosimetry, that involve the description of particle interac-
tions with matter down to energies comparable with the scale
of atomic binding energies.

Simulation in these domains has been for an extended time
the object of specialized Monte Carlo codes; some general pur-
pose Monte Carlo systems have devoted attention to these areas,
introducing functionality for the simulation of fluorescence,
PIXE (Particle Induced X-ray Emission) and microdosimetry.
In this context, emphasis has been placed on the development
and validation of the physics models implemented in the
simulation systems, while relatively limited effort has been
invested into verifying the adequacy of the atomic parameters
used by general purpose Monte Carlo codes with regard to the
requirements of new application domains.

This paper surveys atomic binding energies used by well
known Monte Carlo systems, including EGS [1], EGSnrc
[2], Geant4 [3], [4], ITS (Integrated Tiger Series) [5],
MCNP/MCNPX [6], [7] and Penelope [8], and by some
specialized physics codes. These software systems use a va-
riety of compilations of binding energies, which are derived
from experimental data or theoretical calculations; this paper
investigates their accuracy and their effects on simulations.

II. COMPILATIONS OF ELECTRON BINDING ENERGIES

The binding energies considered in this study concern neu-
tral atoms in their ground state; several compilations of their
values, of experimental and theoretical origin, are available in
the literature.

Compilations based on experimental data are the result of the
application of selection, evaluation, manipulations (like inter-
polation and extrapolation) and semi-empirical criteria to avail-
able experimental measurements to produce a set of reference
values covering the whole periodic system of the elements and
the complete atomic structure of each element.

Most of the collections of electron binding energies based on
experimental data derive from a review published by Bearden
and Burr in 1967 [9]. Later compilations introduced further re-
finements in the evaluation of experimental data and the cal-
culation of binding energies for which no measurements were
available; they also accounted for new data taken after the pub-
lication of Bearden and Burr’s review.

Experimental atomic binding energies can be affected by var-
ious sources of systematic effects; they originate not only from
the use of different experimental techniques in the measure-
ments, but also from physical effects: for instance, binding en-
ergies of elements in the solid state are different from those of

0018-9499/$26.00 © 2011 IEEE

1636 IEEE TRANSACTIONS ON NUCLEAR SCIENCE, VOL. 59, NO. 4, AUGUST 2012

Photon Elastic Scattering Simulation: Validation and
Improvements to Geant4

Matej Batiþ, Gabriela Hoff, Maria Grazia Pia, and Paolo Saracco

Abstract—Several models for the simulation of photon elastic
scattering are quantitatively evaluated with respect to a large col-
lection of experimental data retrieved from the literature. They in-
clude models based on the form factor approximation, on S-matrix
calculations and on analytical parameterizations; they exploit pub-
licly available data libraries and tabulations of theoretical calcula-
tions. Some of these models are currently implemented in general
purpose Monte Carlo systems; some have been implemented and
evaluated for the first time in this paper for possible use in Monte
Carlo particle transport. The analysis mainly concerns the energy
range between 5 keV and a fewMeV. The validation process identi-
fies the newly implemented model based on second order S-matrix
calculations as the one best reproducing experimental measure-
ments. The validation results show that, along with Rayleigh scat-
tering, additional processes, not yet implemented in Geant4 nor in
other major Monte Carlo systems, should be taken into account to
realistically describe photon elastic scattering with matter above
1 MeV. Evaluations of the computational performance of the var-
ious simulation algorithms are reported along with the analysis of
their physics capabilities.

Index Terms—Geant4, Monte Carlo, simulation, X-rays.

I. INTRODUCTION

P HOTON elastic scattering is important in various exper-
imental domains, such as material analysis applications,

medical diagnostics and imaging [1]; more in general, elastic in-
teractions contribute to the determination of photon mass atten-
uation coefficients, which are widely used parameters in med-
ical physics and radiation protection [2]. In the energy range
between approximately 1 keV and few MeV, which is the ob-
ject of this paper, the resolution of modern detectors, high inten-
sity synchrotron radiation sources and, in recent years, the avail-
ability of resources for large scale numerical computations have
concurred to build a wide body of knowledge on photon elastic
scattering. Extensive reviews of photon elastic scattering, that
cover both its theoretical and experimental aspects, can be found
in the literature (e.g., [3]–[5]).
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This paper addresses this topic under a pragmatic perspec-
tive: its simulation in general purpose Monte Carlo codes for
particle transport. Photon interactions with matter, both elastic
and inelastic, play a critical role in these systems; their mod-
eling presents some peculiarities, because the software must sat-
isfy concurrent requirements of physical accuracy and compu-
tational performance.
Photon-atom elastic scattering encompasses various inter-

actions, but Rayleigh scattering, i.e., scattering from bound
electrons, is the dominant contribution in the low energy régime
and, as energy increases, remains dominant in a progressively
smaller angular range of forward scattering. Rayleigh scattering
models are implemented in all general-purpose Monte Carlo
systems; comparison studies have highlighted discrepancies
among some of them [6], nevertheless a comprehensive, quan-
titative appraisal of their validity is not yet documented in
the literature. It is worthwhile to note that the validation of
simulation models implies their comparison with experimental
measurements [7]; comparisons with tabulations of theoretical
calculations or analytical parameterizations, such as those that
are reported in [8] as validation of Geant4 [9], [10] photon
cross sections, do not constitute a validation of the simulation
software.
This paper evaluates the models adopted by general-purpose

Monte Carlo systems and other modeling approaches not yet
implemented in these codes, to identify the state-of-the-art in
the simulation of photon elastic scattering. Computational per-
formance imposes constraints on the complexity of physics cal-
culations to be performed in the course of simulation: hence the
analysis is limited to theoretical models for which tabulations
of pre-calculated values are available, or that are expressed by
means of simple analytical formulations. To be relevant for gen-
eral purpose Monte Carlo systems, tabulated data should cover
the whole periodic table of elements and an extended energy
range. The accuracy of elastic scattering simulation models is
quantified with statistical methods comparing them with a wide
collection of experimental data retrieved from the literature; the
evaluation of physics capabilities is complemented by the es-
timate of their computational performance. These results pro-
vide guidance for the selection of physics models in simula-
tion applications in response to the requirements of physics ac-
curacy and computational speed pertinent to different experi-
mental scenarios.
Special emphasis is devoted to the validation and possible im-

provement of photon elastic scatteringmodeling in Geant4; nev-
ertheless, the results documented in this paper can be of more
general interest also for other Monte Carlo systems.

0018-9499/$31.00 © 2012 IEEE

…and more! 
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Figure 2. Muon scattering angular distribu-
tion for 7.3 Gev/c muon on a copper target
(1 radiation length thick) [12] in comparison
with the Wentzel-VI MSC model.

Update of the fluctuation model 11
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Figure 3. Energy loss distribution of 500
MeV electron in 15 mm argon +10% CO2

gas mixture illustrating the change in the
fluctuation model between release 9.3 and 9.4.

is also less dependent on step limitations, e.g. cuts in range for secondary particles, compared
to previous versions. It was included in Geant4 release 9.4. A comparison between old and new
model is given in figure 3.

3. Validation results
One of the goals of a detailed Monte Carlo simulation of HEP experiments is to derive a
realistic response in all sensitive detector components. For LHC type detectors a huge number of
particles produced in the beam-beam interaction will travel through the detector. In interactions
with active and passive detector material many low-energy secondary particles are produced
(e-, photons, e+, and other particles). The important EM physics processes are ionization,
bremsstrahlung, Compton scattering, pair production, the photo-electric e↵ect and multiple
scattering. Validation is needed for all particle types and for the complete energy range from
1 keV to a few TeV. In the past years a variety of tests have been improved or added to the EM
validation suite, some of which are described below.

3.1. Backscattering of electrons
A validation test for electron MSC compares backscattering data from ref. [14] with di↵erent
Geant4 MSC models. The energy ranges from 100 keV to 1 MeV. Target materials include
beryllium, carbon, aluminum, titanium an molybdenum. Two scenarios have been investigated:
The incident electron beam perpendicular to the target surface, or tilted by 60�. All considered
MSC models give a reasonable description of the data. Also the Urban MSC model with
improved parameters (Skin 3, fg=2.5, fr=0.01) gives good results. Two examples are given
in figure 4.

3.2. Multiple scattering of muons and hadrons
A validation test dedicated to the comparison of MSC models has been added to the validation
suite.

A test of muon scattering uses data from a fixed-target experiment at the IHEP accelera-
tor [12]. It compares scattering angles of outgoing muons from a copper target (one radiation
length thick) from incoming muon momentum of 7.3 and 11.7 GeV/c. The results can be

4

Muon scattering angular distribution for 7.3 Gev/c 
muon on a copper target (1 radiation length thick) 
Lassila-Perini and Urban1995 in comparison with 
the Wentzel-VI MSC model. 

45 GeV 
muons 

P. Arce and M. Wadhwa, Deviation in matter of 45 
GeV muons in GEANT3 and GEANT4. A comparison 
with L3 data, CMS Note 2000/16, 2000. 

High energy extensions based on 
theoretical models (PeV scale): data? 
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Geant4 Simulation of Production
and Interaction of Muons

A. G. Bogdanov, H. Burkhardt, V. N. Ivanchenko, S. R. Kelner, R. P. Kokoulin, M. Maire, A. M. Rybin, and L. Urban

Abstract—A set of models for Monte Carlo simulation of pro-
duction and interaction of high energy muons is developed in
the framework of the Geant4 toolkit. It describes the following
physics processes: ionization of high energy muons with radiative
corrections, bremsstrahlung, electron-positron pair production,
muon induced nuclear reactions, gamma annihilation into muon
pair, positron annihilation into muon pair, and into pion pair.
These processes are essential for the LHC experiments, for the
understanding of the background in underground detectors, for
the simulation of effects related with high-energy muons in cosmic
ray experiments and for the estimation of backgrounds in future
colliders. The applicability area of the models extends to 1 PeV.
The major use-cases are discussed.

Index Terms—Bremsstrahlung, mesons, modeling, Monte Carlo
method, positron beam.

I. INTRODUCTION

THIS work is devoted to the description of the simulation
of high energy electromagnetic interaction of muons in the

Geant4 toolkit [1]. The interest in muon simulation is driven by
the following circumstances:

• muons can be produced in electromagnetic or weak inter-
actions and are a clean product of decays of Z, , and
new heavy particles;

• muon detection is an important part of coming LHC
experiments;

• a muon collider is one of the future options in HEP;
• muons of super-high energies (up to PeV) are a tool for the

investigation of primary cosmic rays including neutrino
astrophysics.

Geant4 physics is implemented in terms of processes associ-
ated with a particle type [1]. Each process may include several
models for different energy range of the incoming particle. The
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Fig. 1. Geant4 differential cross section for muon interaction processes in iron
for production of -electrons, pairs, bremsstrahlung , and hadrons.

set of processes and models for the simulation of muon interac-
tions with matter will be discussed below. It is part of the Geant4
Standard Electromagnetic Package [1]–[3].

II. MUON INTERACTIONS

There are four basic processes of muon interaction that deter-
mine muon energy loss and generation of secondary showers in
matter: ionization (including production of high-energy -elec-
trons), production of electron-positron pairs, bremsstrahlung,
and inelastic muon interaction with nuclei. Since the main con-
tribution to the latter is given by low-Q region which is usually
described in terms of nuclear absorption of virtual photons, it is
often called “photonuclear” muon interaction.

A. Cross Sections

The dependence of macroscopic differential cross sections
of these four processes in iron for two values of muon

energy on the relative energy transfer is shown in
Fig. 1. E is the muon energy and is the energy transfer. For
convenient representation, the cross sections in the plot are mul-
tiplied by . The relative importance of a given process depends
on the muon energy and atomic number Z of the material. Iron
is chosen for demonstration of cross section shapes as a typical
material for muon filters used in many HEP experiments.

At moderate muon energy, practically in the whole region
the main interaction process is the production of -electrons (in
iron, GeV). At high energies, the relation between the
cross sections of different processes is drastically changed. For

0018-9499/$20.00 © 2006 IEEE
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Figure 4. Comparison of di↵erent Geant4 MSC model predictions and experimental data [23]
for 15.7MeV electrons scattering o↵ 9.68 um Gold foil: angular distribution (top); Monte Carlo
over data (bottom). Urban model 95 and the single scattering model provides overall better
agreement with the data.

4. Penelope models upgrade
The Penelope models implemented originally in Geant4 were based on the version 2001 of the
Penelope code [24,25]. Recently the sub-package have been progressively updated to the version
2008 [26]. The full set of upgraded models is available since the release 9.5.beta of Geant4 (June
2011). The G4Penelope v2001 models are still present in Geant4 9.5 for backwards compatibility
and to allow for a through validation of the new v2008 models. They will be removed from
Geant4 in the release 9.6.
The new models provide improved physics performance with respect to the v2001 models. A clear
di↵erence is observed for Rayleigh scattering and for bremsstrahlung. The Rayleigh scattering
model in G4Penelope v2008 model features:

• tabulated cross sections in place of analytical parametrization, thus improving the
agreement with experimental data, which was relatively poor at low energy [27];

• a revised management of the sampling of the final state, which is more stable and e�cient.

The bremsstrahlung model in Penelope v2008 greatly improves the double di↵erential (energy-
angle) cross section profiles in thin targets, which showed an unphysical shape at large transferred
energy for small angles. Apart from these physics improvements, which are coming from the
developments of the Penelope code, a special attention was paid to the specific implementation
of the physics models in Geant4. In particular, care was taken to improve the CPU performances
and to reduce the memory usage by the models.

6
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lines - di↵erent Geant4 models. Moller-Bhabha and PAI model follow the date down to 100 eV.
Below 200 eV Penelope and Livermore models show e↵ects caused by the treatment of atomic
shell e↵ects.

Table 1. The relative CPU time of sampling for photo-electric e↵ect at the photon energy
0.02MeV for di↵erent models.

Photo-electric model performance (s)
standard 1
standard with fluorescence 1.1
PENELOPE 8.5
PENELOPE08 3.9
Livermore 9.0

energy range 0.01�10MeV. The new standard model shows similar CPU performance than the
old standard model, the cross section of the new model is indistinguishable from the old one.
Both are the fastest models compared to Livermore and Penelope models (Table 1). The new
model is a default for production Physics Lists since Geant4 version 9.5.

A new abstract interface to generate angular distribution has been introduced in EM
infrastructure allowing to configure di↵erent angular generators for the same EM model.
This may be applied to models where sampling of energy of a secondary particle can be
factorized out of sampling of particle angle. In particular, such models are photo-electric
e↵ect, Rayleigh scattering and bremsstrahlung. A new angular generator applicable for
bremsstrahlung G4DipBustGenerator has been introduced, which is based on the standard
dipole angular distribution in primary electron rest frame [32]. It is providing very fast
sampling of gamma direction (Table 2). The quality of results are compatible with the default
generator G4ModifiedTsai, which include parameterization of Tsai distribution [20] developed
in GEANT3. Alternative generators G4Generator2BS and G4Generator2BN [33] are available in
the low-energy sub-package. The new dipole model is in a good agreement with the Penelope
model (Fig. 7). Both have a long tail at large angles which is absent in the Tsai generator.
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Figure 3. Relativistic model vs experimental data for 25GeV electron on Aluminum [21].

experimental data shows good agreement. Figure 3 simulation results for a 25GeV electron beam
on a thin Aluminum foil, together with data from the E-146 experiment [21] at the Stanford
Linear Accelerator (SLAC). Low-energy data shape shows some increase which according to
authors is connected with experimental background from other processes and not bremsstrahlung
itself. The relativistic model is currently being improved to include Thomas-Fermi screening
functions. This allows the application of the model to the intermediate screening regime, and
increases the range of applicability to lower energies allowing more smooth transition to low-
energy models described above.

3. Electron multiple scattering model update
The process of multiple scattering (MSC) of charged particles is a key component of Monte
Carlo transport. At high energy it defines the deviation of charged particles from ideal tracks,
limiting the spatial resolution of detectors. Scattering of low-energy electrons defines energy
flow via volume boundaries, directly a↵ecting all application domains including transmission
through shielding and transmission of energy from absorbers to sensitive elements of the setup.
The Geant4 toolkit o↵ers several models of multiple scattering [22]. The production model
is developed by L.Urban and it is used in Geant4 by default. Because of high sensitivity
of simulation results on MSC model for high statistics Monte Carlo production for LHC
experiments, any modification of the Urban model algorithm is provided in a separate C++
class. This approach allows to configure backward compatible Physics Lists with new versions
of Geant4. In particular, G4UrbanMscModel95 provided better agreement with the scattering
data [23] for electrons (Fig.4) than previous version of the model G4UrbanMscModel93. The list
of upgrades introduced in this model include:

• new tuning of tail of scattering function;

• added sampling of correlations between scattering angle and lateral displacement for a step;

• added sampling of end of step position along particle direction.

This new variant of MSC model is the default for version 9.5 of Geant4.

5

25 GeV electron beam on a thin 
Aluminum foil, together with data 
from the SLAC E-146 experiment 
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Electromagnetic physics revisited 
" Wide scope project to assess quantitatively the state-of-the-art of 

electromagnetic physics modeling for Monte Carlo particle transport 
‒  Comparisons with large experimental data samples of various origin 
‒  Statistical data analysis for validation and for comparing the 

compatibility of different models with experiment 

" Photons 
‒  Elastic scattering: published 
‒  Compton scattering, photoionisation: N29 session, talks 6-7 
‒  Pair production: early stage, NP02-140 

" Electrons 
‒  Ionisation at low energies (challenge IPA and isolated atom assumption) 

" Protons 
‒  Ionisation cross sections 
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§  Rayleigh scattering  
from the atomic electrons, 

§  nuclear Thomson scattering, 
scattering from the nucleus 
considered as a point charge, 

§  Delbrück scattering,  
scattering from the field of the 
nucleus, 

§  nuclear resonance scattering, 
scattering from the internal 
structure of the nucleus 
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§  numerical S-matrix calculations 
§  relativistic form factors (EGS) 
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§  modified relativistic form factors, 
§  modified relativistic form factors 
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GOODNESS-OF-FIT TESTS: TEST CASES COMPATIBLE WITH EXPERIMENT AT 0.05 SIGNIFICANCE LEVEL

TABLE XI
CONTINGENCY TABLES RELATED TO THE WHOLE DATA SAMPLE

The simplified model in G4XrayRayleighModel, which im-
plements elastic scattering from a point-like charge, produces a
largely unrealistic description of photon elastic scattering: this
is visible, for instance, in Fig. 9, which shows the distribution of
the scattering angle of 10 keV photons interacting with carbon
generated by this model, compared to the distribution based on
S-matrix calculations. Given its evident inadequacy, this model

TABLE XII
CONTINGENCY TABLES EXCLUDING ENERGIES CLOSE TO K AND L SHELL

BINDING ENERGIES

was not included in the statistical analysis for the validation of
differential cross sections.

C. Total Cross Sections

Total cross sections calculated by a set of simulation models
are shown in Fig. 10 for four representative elements. Some
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Photon elastic scattering 

Penelope Penelope EPDL Relativ. Non-Rel. Modified  MFF RFF SM 
2001 2008 FF FF  FF ASF ASF NT 

 ε	
 0.27 0.38 0.38 0.25 0.35 0.49 0.52 0.48 0.77 
 error ±0.05 ±0.06 ±0.06 ±0.05 ±0.06 ±0.06 ±0.06 ±0.06 ±0.05 

Form factor approximation:  
non relativistic, relativistic, modified + anomalous scattering factors 
 

2nd order S-matrix calculations 
recent calculations, not yet used in Monte Carlo codes 

ε = fraction of test cases compatible with experiment, 0.01 significance 

Differential cross sections 

State of the art  

Quantification Statistical analysis, GoF + categorical 
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Photon Elastic Scattering Simulation: Validation and
Improvements to Geant4

Matej Batiþ, Gabriela Hoff, Maria Grazia Pia, and Paolo Saracco

Abstract—Several models for the simulation of photon elastic
scattering are quantitatively evaluated with respect to a large col-
lection of experimental data retrieved from the literature. They in-
clude models based on the form factor approximation, on S-matrix
calculations and on analytical parameterizations; they exploit pub-
licly available data libraries and tabulations of theoretical calcula-
tions. Some of these models are currently implemented in general
purpose Monte Carlo systems; some have been implemented and
evaluated for the first time in this paper for possible use in Monte
Carlo particle transport. The analysis mainly concerns the energy
range between 5 keV and a fewMeV. The validation process identi-
fies the newly implemented model based on second order S-matrix
calculations as the one best reproducing experimental measure-
ments. The validation results show that, along with Rayleigh scat-
tering, additional processes, not yet implemented in Geant4 nor in
other major Monte Carlo systems, should be taken into account to
realistically describe photon elastic scattering with matter above
1 MeV. Evaluations of the computational performance of the var-
ious simulation algorithms are reported along with the analysis of
their physics capabilities.

Index Terms—Geant4, Monte Carlo, simulation, X-rays.

I. INTRODUCTION

P HOTON elastic scattering is important in various exper-
imental domains, such as material analysis applications,

medical diagnostics and imaging [1]; more in general, elastic in-
teractions contribute to the determination of photon mass atten-
uation coefficients, which are widely used parameters in med-
ical physics and radiation protection [2]. In the energy range
between approximately 1 keV and few MeV, which is the ob-
ject of this paper, the resolution of modern detectors, high inten-
sity synchrotron radiation sources and, in recent years, the avail-
ability of resources for large scale numerical computations have
concurred to build a wide body of knowledge on photon elastic
scattering. Extensive reviews of photon elastic scattering, that
cover both its theoretical and experimental aspects, can be found
in the literature (e.g., [3]–[5]).

Manuscript received February 28, 2012; revisedMay 26, 2012; acceptedMay
31, 2012. Date of publication July 20, 2012; date of current version August 14,
2012. This work was supported in part by CNPq BEX6460/10-0 grant, Brazil.
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This paper addresses this topic under a pragmatic perspec-
tive: its simulation in general purpose Monte Carlo codes for
particle transport. Photon interactions with matter, both elastic
and inelastic, play a critical role in these systems; their mod-
eling presents some peculiarities, because the software must sat-
isfy concurrent requirements of physical accuracy and compu-
tational performance.
Photon-atom elastic scattering encompasses various inter-

actions, but Rayleigh scattering, i.e., scattering from bound
electrons, is the dominant contribution in the low energy régime
and, as energy increases, remains dominant in a progressively
smaller angular range of forward scattering. Rayleigh scattering
models are implemented in all general-purpose Monte Carlo
systems; comparison studies have highlighted discrepancies
among some of them [6], nevertheless a comprehensive, quan-
titative appraisal of their validity is not yet documented in
the literature. It is worthwhile to note that the validation of
simulation models implies their comparison with experimental
measurements [7]; comparisons with tabulations of theoretical
calculations or analytical parameterizations, such as those that
are reported in [8] as validation of Geant4 [9], [10] photon
cross sections, do not constitute a validation of the simulation
software.
This paper evaluates the models adopted by general-purpose

Monte Carlo systems and other modeling approaches not yet
implemented in these codes, to identify the state-of-the-art in
the simulation of photon elastic scattering. Computational per-
formance imposes constraints on the complexity of physics cal-
culations to be performed in the course of simulation: hence the
analysis is limited to theoretical models for which tabulations
of pre-calculated values are available, or that are expressed by
means of simple analytical formulations. To be relevant for gen-
eral purpose Monte Carlo systems, tabulated data should cover
the whole periodic table of elements and an extended energy
range. The accuracy of elastic scattering simulation models is
quantified with statistical methods comparing them with a wide
collection of experimental data retrieved from the literature; the
evaluation of physics capabilities is complemented by the es-
timate of their computational performance. These results pro-
vide guidance for the selection of physics models in simula-
tion applications in response to the requirements of physics ac-
curacy and computational speed pertinent to different experi-
mental scenarios.
Special emphasis is devoted to the validation and possible im-

provement of photon elastic scatteringmodeling in Geant4; nev-
ertheless, the results documented in this paper can be of more
general interest also for other Monte Carlo systems.

0018-9499/$31.00 © 2012 IEEE
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Photoionisation in Monte Carlo codes 
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Cross sections Angular distribution 
EGS5 PHOTX Sauter 
EGSnrc Storm-Israel 

Fit to XCOM 
EPDL97 (subshell) 

Sauter 

FLUKA EPDL97 Sauter 
Geant4 Revised Biggs-Lighthill (Henke)  

EPDL97 
Sauter-Gavrila 
Same direction 

ITS Scofield 1973 Fischer+Sauter 
MCNP(X) EPDL89, EDPL97 

ENDFB/IV+Storm-Israel 
Penelope EPDL97 Sauter (K shell) 
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lowenergy::
G4LivermorePhotoElectricModel

utils::G4VEmModel

lowenergy::
G4LivermorePolarizedPhotoElectricModel

lowenergy::
G4PenelopePhotoElectricModel

standard::
G4PEEffectFluoModel

polarisation::
G4PolarizedPEEffectModel

polarisation::
G4VPolarizedCrossSection

polarisation::
G4PolarizedPEEffectCrossSection

lowenergy::
G4PhotoElectricAngularGeneratorSauterGavrila

utils::
G4VEmAngularDistribution

lowenergy::
G4PhotoElectricAngularGeneratorSimple

lowenergy::
G4PhotoElectricAngularGeneratorPolarized

Photoelectric effect

Geant4 9.6
MGP 9/9/2013 reverse engineered

standard::
G4PhotoElectricEffect

- isInitialised  :G4bool

G4VDiscreteProcess
utils::G4VEmProcess

utils::
G4VAtomDeexcitation

-anglModel-currentModel

-fAtomDeexcitation
-fAtomDeexcitation

-fAtomDeexcitation

-fAtomDeexcitation

Photoelectric effect in Geant4 9.6 
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Sauter-Gavrila 

Sauter-Gavrila 

same as incident γ	


Base class for atomic deexcitation 

Penelope 2008 
EPDL97 

polarized 
EPDL97 

polarized Livermore 
EPDL97 

Biggs-Lighthill Em 
models 

Em 
process 

Packages 
•  lowenergy 
•  polarisation 
•  standard 
•  utils 
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TCrossSection
TFinalState

G4TPhotoionisation

G4CsTabula G4FsPhotoionisation G4IPhotoelectronGenerator

G4PhotoelectronSauter G4PhotelectronSauterGavrila G4PhotoelectronSimple

G4VProcess
processes-management::
G4VDiscreteProcess

G4AtomDeexcitation

Photoionisation

Strategy pattern

First design iteration
MGP January 2013

or G4CsPhotoIoniBiggs,
or G4CsPhotoIoniEbel

«bind»«bind»

Validation environment 
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Streamlined software design consistent with Geant4 kernel 
Sharp domain decomposition 

Clearly identified responsibilities 
No duplication of code nor of functionality 

> 150 references 
> 5000 data points 
~ 3700 σ total 
~ 1400 σ shell 

Experimental data 
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Photoionisation cross section sources 
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Year Compilation Energy Z (sub)Shell Method 
1967-1988 Biggs-Lighthill 10 eV – 100 GeV 1-100 - parameterised 

1992 Brennan-Cowan 30 eV – 700 keV 3-92 - tabulated 

2000 Chantler 10 eV – 433 keV 1-92 K tabulated 

2003 Ebel 1 keV – 300 keV 1-92 all parameterised 

2002 Elam 100 eV – 1 MeV 1-98 - tabulated 

1997 EPDL97 (Scofield) 10 eV – 100 GeV 1-100 all tabulated 

1982-1993 Henke  10 eV – 30 keV 1-92 - tabulated 

1970-2006 McMaster/Shaltout 1 keV – 700 keV 1-94 - tabulated 

1989 PHOTX (Scofield) 1 keV – 100 MeV 1-100 tabulated 

2001 RTAB 10 eV – 30 keV 1-99 all tabulated 

1973 Scofield 1 keV – 1.5 MeV 1-100 all tabulated 

1970 Storm-Israel 1 keV – 100 GeV 1-100 - tabulated 

1973 Veigele 100 eV – 100 MeV 1-94 - tabulated 

1987-2010 XCOM (Scofield) 1 keV – 100 GeV 1-100 - tabulated 

e.g. Chantler’s exchange potential in his DHF 
calculation is different from Scofield’s 

Different methods 
and calculations 
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Total photoionisation cross sections 

" Most calculation methods exhibit similar 
compatibility with experiment for E >250 eV 
‒  Chantler, Brennan-Cowan look worse 

" Degraded accuracy below 250 eV 
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Analysis of contingency tables 
EPDL 

Chantler 
EPDL 

Brennan-Cowan 
Fisher 0.044 0.011 
Pearson χ2 0.033 0.007 
Barnard 0.035 0.007 

H O Fe 
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Shell cross sections  
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Ba, Z=56
Bizau1989
EPDL
RTAB

shell EPDL Chantler RTAB scRTAB Ebel 
K 0.209 0.350 <0.001 0.315 <0.001 
L1 0.075 <0.001 0.069 0.964 
L2 0.339 <0.001 0.299 0.154 
L3 1 <0.001 1 1 
M1 <0.001 <0.001 <0.001 
M4 0.031 <0.001 <0.001 
M5 <0.001 <0.001 <0.001 
N1 <0.001 <0.001 <0.001 
N6 <0.001 <0.001 <0.001 <0.001 
N7 <0.001 <0.001 <0.001 <0.001 
O1 <0.001 <0.001 <0.001 <0.001 
O2 <0.001 <0.001 <0.001 <0.001 
O3 <0.001 <0.001 <0.001 <0.001 
P1 <0.001 <0.001 <0.001 <0.001 

p-value χ2 test 

Systematic effect observed with  
RTAB shell cross sections 

(presumably a missing factor in the calculation) 

Calculated inner shell cross 
sections compatible with experiment  

Outer shell cross sections 
inconsistent with experimental data  

Beware: small data sample, limited 
experimental sources  

K 

L3 

M4 

O1 



Maria Grazia Pia, INFN Genova 

Angular distribution 
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Option à la GEANT 3 (Sauter) evaluated 
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standard::
G4ComptonScattering

G4VDiscreteProcess
utils::G4VEmProcess

standard::
G4KleinNishinaCompton

standard::
G4KleinNishinaModel

polarisation::
G4PolarizedComptonModel

utils::G4VEmModel

utils::
G4VAtomDeexcitation

polarisation::
G4PolarizedCompton

polarisation::
G4PolarizedComptonCrossSection

polarisation::
G4VPolarizedCrossSection

lowenergy::
G4LivermoreComptonModel

lowenergy::
G4LivermoreComptonModifiedModel

lowenergy::
G4LivermorePolarizedComptonModel

lowenergy::
G4PenelopeComptonModel

lowenergy::
G4LowEPComptonModel

Geant4 9.6-ref-07
21 August 2013

Compton scattering

G4VEmAdjointModel
include::

G4AdjointComptonModel

lowenergy

standard

polarisation

adjoint

Legend

standard::
G4HeatedKleinNishinaCompton

-fAtomDeexcitation

-currentModel

-fAtomDeexcitation

-crossSectionCalculator

-selectedModel

-theDirectEMProcess

-fAtomDeexcitation

-fAtomDeexcitation

-fAtomDeexcitation

-emModel

Compton scattering in Geant4 9.6 
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Klein-Nishina (scattering from free electrons) 
EPDL (Hubbell’s scattering functions) 

Doppler broadening 
(motion of atomic electrons) 

KleinNishinaModel KleinNishinaCompton 
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Compton scattering: total cross section 

" Small experimental data sample 
" Most reported “measurements” of total Compton 

scattering cross section are measurements of total 
attenuation coefficients, from which theoretical 
Rayleigh scattering and photoelectric contributions are 
subtracted 
‒ Not appropriate for validation of simulation models 

" Results of statistical analysis: EPDL, Penelope-like 
(integrated from differential cross section) and Geant4 
standard electromagnetic (analytical paramerisation) 
total cross sections are statistically equivalent in 
comparison to experimental data 

57 
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Differential Compton scattering cross section 

model efficiency error 
EPDL 0.82 0.02 
Penelope 0.82 0.02 
Klein-Nishina 0.54 0.03 
Brusa 0.84 0.02 
BrusaF 0.84 0.02 
PenBrusa 0.84 0.02 
PenBrusaF 0.84 0.02 
Biggs 0.84 0.02 
BiggsF 0.85 0.02 
Hubbell 0.82 0.02 

Work in progress! 

Various scattering functions are 
evaluated w.r.t. experimental data 
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Publications on validation and improvements 
of Geant4 photoelectric effect, Compton 

scattering and pair prodution in preparation 
Same format as previous paper on photon elastic scattering 

§  Evaluation of several models (in Geant4, in other MC codes, new) 
§  Ample set of experimental data 
§  Quantitative: rigorous statistical methods 
§  Computational performance 
§  Identify state-of-the-art 

1636 IEEE TRANSACTIONS ON NUCLEAR SCIENCE, VOL. 59, NO. 4, AUGUST 2012

Photon Elastic Scattering Simulation: Validation and
Improvements to Geant4

Matej Batiþ, Gabriela Hoff, Maria Grazia Pia, and Paolo Saracco

Abstract—Several models for the simulation of photon elastic
scattering are quantitatively evaluated with respect to a large col-
lection of experimental data retrieved from the literature. They in-
clude models based on the form factor approximation, on S-matrix
calculations and on analytical parameterizations; they exploit pub-
licly available data libraries and tabulations of theoretical calcula-
tions. Some of these models are currently implemented in general
purpose Monte Carlo systems; some have been implemented and
evaluated for the first time in this paper for possible use in Monte
Carlo particle transport. The analysis mainly concerns the energy
range between 5 keV and a fewMeV. The validation process identi-
fies the newly implemented model based on second order S-matrix
calculations as the one best reproducing experimental measure-
ments. The validation results show that, along with Rayleigh scat-
tering, additional processes, not yet implemented in Geant4 nor in
other major Monte Carlo systems, should be taken into account to
realistically describe photon elastic scattering with matter above
1 MeV. Evaluations of the computational performance of the var-
ious simulation algorithms are reported along with the analysis of
their physics capabilities.

Index Terms—Geant4, Monte Carlo, simulation, X-rays.

I. INTRODUCTION

P HOTON elastic scattering is important in various exper-
imental domains, such as material analysis applications,

medical diagnostics and imaging [1]; more in general, elastic in-
teractions contribute to the determination of photon mass atten-
uation coefficients, which are widely used parameters in med-
ical physics and radiation protection [2]. In the energy range
between approximately 1 keV and few MeV, which is the ob-
ject of this paper, the resolution of modern detectors, high inten-
sity synchrotron radiation sources and, in recent years, the avail-
ability of resources for large scale numerical computations have
concurred to build a wide body of knowledge on photon elastic
scattering. Extensive reviews of photon elastic scattering, that
cover both its theoretical and experimental aspects, can be found
in the literature (e.g., [3]–[5]).
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31, 2012. Date of publication July 20, 2012; date of current version August 14,
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This paper addresses this topic under a pragmatic perspec-
tive: its simulation in general purpose Monte Carlo codes for
particle transport. Photon interactions with matter, both elastic
and inelastic, play a critical role in these systems; their mod-
eling presents some peculiarities, because the software must sat-
isfy concurrent requirements of physical accuracy and compu-
tational performance.
Photon-atom elastic scattering encompasses various inter-

actions, but Rayleigh scattering, i.e., scattering from bound
electrons, is the dominant contribution in the low energy régime
and, as energy increases, remains dominant in a progressively
smaller angular range of forward scattering. Rayleigh scattering
models are implemented in all general-purpose Monte Carlo
systems; comparison studies have highlighted discrepancies
among some of them [6], nevertheless a comprehensive, quan-
titative appraisal of their validity is not yet documented in
the literature. It is worthwhile to note that the validation of
simulation models implies their comparison with experimental
measurements [7]; comparisons with tabulations of theoretical
calculations or analytical parameterizations, such as those that
are reported in [8] as validation of Geant4 [9], [10] photon
cross sections, do not constitute a validation of the simulation
software.
This paper evaluates the models adopted by general-purpose

Monte Carlo systems and other modeling approaches not yet
implemented in these codes, to identify the state-of-the-art in
the simulation of photon elastic scattering. Computational per-
formance imposes constraints on the complexity of physics cal-
culations to be performed in the course of simulation: hence the
analysis is limited to theoretical models for which tabulations
of pre-calculated values are available, or that are expressed by
means of simple analytical formulations. To be relevant for gen-
eral purpose Monte Carlo systems, tabulated data should cover
the whole periodic table of elements and an extended energy
range. The accuracy of elastic scattering simulation models is
quantified with statistical methods comparing them with a wide
collection of experimental data retrieved from the literature; the
evaluation of physics capabilities is complemented by the es-
timate of their computational performance. These results pro-
vide guidance for the selection of physics models in simula-
tion applications in response to the requirements of physics ac-
curacy and computational speed pertinent to different experi-
mental scenarios.
Special emphasis is devoted to the validation and possible im-

provement of photon elastic scatteringmodeling in Geant4; nev-
ertheless, the results documented in this paper can be of more
general interest also for other Monte Carlo systems.

0018-9499/$31.00 © 2012 IEEE
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Ionization Cross Sections for Low Energy
Electron Transport

Hee Seo, Maria Grazia Pia, Paolo Saracco, and Chan Hyeong Kim

Abstract—Two models for the calculation of ionization cross sec-
tions by electron impact on atoms, the Binary-Encouter-Bethe and
the Deutsch-Märk models, have been implemented; they are in-
tended to extend and improve Geant4 simulation capabilities in the
energy range below 1 keV. The physics features of the implementa-
tion of the models are described, and their differences with respect
to the original formulations are discussed. Results of the verifica-
tion with respect to the original theoretical sources and of extensive
validation with respect to experimental data are reported. The val-
idation process also concerns the ionization cross sections included
in the Evaluated Electron Data Library used by Geant4 for low en-
ergy electron transport. Among the three cross section options, the
Deutsch-Märk model is identified as the most accurate at repro-
ducing experimental data over the energy range subject to test.

Index Terms—Electrons, Geant4, ionization, Monte Carlo,
simulation.

I. INTRODUCTION

V ARIOUS experimental research topics require the capa-
bility of simulating electron interactions with matter over

a wide range—from the nano-scale to the macroscopic one:
some examples are ongoing investigations on nanotechnology-
based particle detectors, scintillators and gaseous detectors, ra-
diation effects on semiconductor devices, background effects on
X-ray telescopes and biological effects of radiation.

Physics tools for the simulation of electron interactions are
available in all Monte Carlo codes based on condensed and
mixed transport schemes [1], like EGS [2], [3], FLUKA [4],
[5], Geant4 [6], [7], MCNPX [8], Penelope [9] and PHITS [10].
General-purpose Monte Carlo codes based on these transport
schemes typically handle particles with energy above 1 keV;
Geant4 and Penelope extend their coverage below this limit.

In the lower energy end below 1 keV, so-called “track struc-
ture” codes handle particle interactions based on discrete trans-
port schemes; they provide simulation capabilities limited to
a single target, or a small number of target materials, and are
typically developed for specific application purposes. Some ex-
amples of such codes are OREC [11], PARTRAC [12], Gross-
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wendt’s Monte Carlo for nanodosimetry [13], TRAMOS [14],
and Geant4 models for microdosimetry simulation in water [15].

The developments described in this paper address the
problem of endowing a general purpose, large scale Monte
Carlo system for the first time with the capability of simulating
electron impact ionisation down to the scale of a few tens of
electronvolts for any target element. For this purpose, models
of electron impact ionization cross sections suitable to extend
Geant4 capabilities in the low energy range have been imple-
mented and validated with respect to a large set of experimental
measurements.

The validation process, which involves experimental data
pertinent to more than 50 elements, also addresses the ion-
ization cross sections encompassed in the Evaluated Electron
Data Library (EEDL) [16], which are used in Geant4 low
energy electromagnetic package [17], [18]. To the best of the
authors’ knowledge, this is the first time that EEDL is subject
to extensive experimental benchmarks below 1 keV.

II. OVERVIEW OF ELECTRON IONIZATION IN GEANT4

The Geant4 toolkit provides various implementations of elec-
tron ionization based on a condensed-discrete particle transport
scheme. Two of them, respectively based on EEDL [19] and on
the analytical models originally developed for the Penelope [9]
Monte Carlo system, are included in the low energy electromag-
netic package; another implementation is available in the stan-
dard [20] electromagnetic package. In addition, a specialized
ionization model for interactions with thin layers of material, the
photoabsorption-ionization (PAI) model [21], is implemented in
Geant4.

The EEDL data library tabulates electron ionization cross sec-
tions in the energy range between 10 eV and 100 GeV; never-
theless, due to intrinsic limitations of the accuracy of EEDL and
its companion Evaluated Photon Data Libray (EPDL) [22] high-
lighted in the documentation of these compilations, the use of
Geant4 low energy models based on them was originally recom-
mended for incident electron energies above 250 eV [19]. This
limit of applicability was an “educated guess” rather than a rig-
orous estimate of validity of the theoretical calculations tabu-
lated in EEDL and EPDL. The lower energy limit of Penelope’s
applicability is generically indicated by its authors as “a few
hundred electronvolts” [23]. The lower limit of applicability of
Geant4 standard electromagnetic package is 1 keV.

The validation of Geant4 models for electron transport based
on the EEDL data library and on Penelope-like models is doc-
umented in [24] for what concerns the energy deposition in ex-
tended media.

0018-9499/$26.00 © 2011 IEEE
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Evaluation of Atomic Electron Binding Energies
for Monte Carlo Particle Transport

Maria Grazia Pia, Hee Seo, Matej Batic, Marcia Begalli, Chan Hyeong Kim, Lina Quintieri, and Paolo Saracco

Abstract—A survey of atomic binding energies used by general
purpose Monte Carlo systems is reported. Various compilations of
these parameters have been evaluated; their accuracy is estimated
with respect to experimental data. Their effects on physical quan-
tities relevant to Monte Carlo particle transport are highlighted:
X-ray fluorescence emission, electron and proton ionization cross
sections, and Doppler broadening in Compton scattering. The ef-
fects due to different binding energies are quantified with respect
to experimental data. Among the examined compilations, EADL is
found in general a less suitable option to optimize simulation ac-
curacy; other compilations exhibit distinctive capabilities in spe-
cific applications, although in general their effects on simulation
accuracy are rather similar. The results of the analysis provide
quantitative ground for the selection of binding energies to opti-
mize the accuracy of Monte Carlo simulation in experimental use
cases. Recommendations on software design dealing with these pa-
rameters and on the improvement of data libraries for Monte Carlo
simulation are discussed.

Index Terms—Geant4, ionization, Monte Carlo, PIXE, simula-
tion, X-ray fluorescence.

I. INTRODUCTION

T HE simulation of particle interactions in matter involves
a number of atomic physics parameters, whose values af-

fect physics models applied to particle transport and experi-
mental observables calculated by the simulation. Despite the
fundamental character of these parameters, a consensus has not
always been achieved about their values, and different Monte
Carlo codes use different sets of parameters.

Atomic parameters are especially relevant to simulation sce-
narios that are sensitive to detailed modeling of the properties
of the interacting medium. Examples include the generation of
characteristic lines resulting from X-ray fluorescence or Auger
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electron emission, and precision simulation studies, such as mi-
crodosimetry, that involve the description of particle interac-
tions with matter down to energies comparable with the scale
of atomic binding energies.

Simulation in these domains has been for an extended time
the object of specialized Monte Carlo codes; some general pur-
pose Monte Carlo systems have devoted attention to these areas,
introducing functionality for the simulation of fluorescence,
PIXE (Particle Induced X-ray Emission) and microdosimetry.
In this context, emphasis has been placed on the development
and validation of the physics models implemented in the
simulation systems, while relatively limited effort has been
invested into verifying the adequacy of the atomic parameters
used by general purpose Monte Carlo codes with regard to the
requirements of new application domains.

This paper surveys atomic binding energies used by well
known Monte Carlo systems, including EGS [1], EGSnrc
[2], Geant4 [3], [4], ITS (Integrated Tiger Series) [5],
MCNP/MCNPX [6], [7] and Penelope [8], and by some
specialized physics codes. These software systems use a va-
riety of compilations of binding energies, which are derived
from experimental data or theoretical calculations; this paper
investigates their accuracy and their effects on simulations.

II. COMPILATIONS OF ELECTRON BINDING ENERGIES

The binding energies considered in this study concern neu-
tral atoms in their ground state; several compilations of their
values, of experimental and theoretical origin, are available in
the literature.

Compilations based on experimental data are the result of the
application of selection, evaluation, manipulations (like inter-
polation and extrapolation) and semi-empirical criteria to avail-
able experimental measurements to produce a set of reference
values covering the whole periodic system of the elements and
the complete atomic structure of each element.

Most of the collections of electron binding energies based on
experimental data derive from a review published by Bearden
and Burr in 1967 [9]. Later compilations introduced further re-
finements in the evaluation of experimental data and the cal-
culation of binding energies for which no measurements were
available; they also accounted for new data taken after the pub-
lication of Bearden and Burr’s review.

Experimental atomic binding energies can be affected by var-
ious sources of systematic effects; they originate not only from
the use of different experimental techniques in the measure-
ments, but also from physical effects: for instance, binding en-
ergies of elements in the solid state are different from those of

0018-9499/$26.00 © 2011 IEEE
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PIXE Simulation With Geant4
Maria Grazia Pia, Georg Weidenspointner, Mauro Augelli, Lina Quintieri, Paolo Saracco, Manju Sudhakar, and

Andreas Zoglauer

Abstract—Particle induced X-ray emission (PIXE) is an impor-
tant physical effect that is not yet adequately modelled in Geant4.
This paper provides a critical analysis of the problem domain asso-
ciated with PIXE simulation; it evaluates the conceptual approach,
design and implementations of PIXE modelling so far available in
Geant4, and describes a set of software developments to improve
PIXE simulation with Geant4. The capabilities of the developed
software prototype are illustrated and applied to a study of the pas-
sive shielding of the X-ray detectors of the German eROSITA tele-
scope on the upcoming Russian Spectrum-X-Gamma space mission.

Index Terms—Geant4, ionization, Monte Carlo, PIXE.

I. INTRODUCTION

T HE use of charged particle beams like protons, particles
and other heavy ions as a means of characteristic X-ray

production has received considerable attention in recent years.
The origin of the emission lies in the ionization of target material
atoms by incident energetic charged particles: some atoms are
ionized by removing an electron from an inner electronic shell;
this inner shell vacancy is subsequently filled by an electron
from an outer shell. Such an electron transition may give rise to
the emission of characteristic X-rays at energies corresponding
to the difference in the binding energies of the involved atomic
shells.

The application of particle induced X-ray emission (PIXE)
to non-destructive trace element analysis of materials has first
been proposed by Johansson and co-workers in 1970 [1]. Today,
this experimental technique is widely exploited in diverse fields,
from industrial applications to biological, environmental, ge-
ological and forensic sciences, as well as in archeometry and
studies of the cultural heritage. An overview of PIXE experi-
mental methods and scope of application is documented in [2].
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The physical process of PIXE may also give rise to unwanted
instrumental background X-ray lines, as is the case for space
missions and for some laboratory environments. It also affects
the spatial distribution of the energy deposit associated with the
passage of charged particles in matter: in this respect, its effects
may become significant in the domain of microdosimetry.

The wide application of this experimental technique has mo-
tivated the development of several dedicated software systems;
nevertheless, despite its large experimental interest, limited
functionality for PIXE simulation is available in general-pur-
pose Monte Carlo codes.

This paper discusses the problem of simulating PIXE in the
context of a general-purpose Monte Carlo system; it analyzes
the current status of PIXE simulation with Geant4 [3], [4] and
describes a set of developments to improve it. Finally, it illus-
trates an application of the developed PIXE simulation proto-
type to a concrete experimental problem: the study of the passive
shield of the X-ray detectors of the German eROSITA [5] (ex-
tended Roentgen Survey with an Imaging Telescope Array) tele-
scope on the upcoming Russian Spectrum-X-Gamma [6] space
mission.

II. SOFTWARE FOR PIXE: AN OVERVIEW

Software tools are available in support of PIXE experimental
applications as specialized codes or included in general-purpose
simulation systems. Their main characteristics are briefly sum-
marized below with emphasis on modelling the physics interac-
tions underlying PIXE.

A. Specialized PIXE Codes

Dedicated PIXE codes are focussed on the application of
this technique to elemental analysis. They are concerned with
the calculation of experimentally relevant X-ray yields resulting
from the irradiation of a material sample by an ion beam: pri-
marily transitions concerning the K shell, and in second instance
transitions originating from vacancies in the L shell.

For this purpose various analysis programs have been
developed, which are able to solve the inverse problem of
determining the composition of the sample from an iterative
fitting of a PIXE spectrum; some among them are GeoPIXE
[7], GUPIX [8]–[10], PIXAN [11], PixeKLM [12], Sapix [13],
WinAxil [14] and Wits-HEX [15]. A few codes concern PIXE
simulation [16]–[18] specifically.

Physics modelling issues are considered in specialized codes
insofar as they can affect the measurable X-ray spectrum; other
physics effects are often subject to simplification or neglected.

These codes adopt similar strategies to address the problem
domain: they share basic physics modelling options, like the
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Validation of Proton Ionization Cross Section
Generators for Monte Carlo Particle Transport

Matej Batič, Maria Grazia Pia, and Paolo Saracco

Abstract—Three software systems, ERCS08, ISICS 2011 and
Šmit’s code, that implement theoretical calculations of inner shell
ionization cross sections by proton impact, are validated with re-
spect to experimental data. The accuracy of the cross sections they
generate is quantitatively estimated and inter-compared through
statistical methods. Updates and extensions of a cross section data
library relevant to PIXE simulation with Geant4 are discussed.

Index Terms—Geant4, ionization, Monte Carlo, Particle In-
duced X-ray Emission (PIXE), simulation.

I. INTRODUCTION

T HE calculation of inner shell ionization cross sections
by proton and ion impact is an important component of

the simulation of Particle Induced X-ray Emission (PIXE) and
the analysis of experimental PIXE spectra. The Energy-loss
Coulomb Perturbed Stationary State Relativistic (ECPSSR) [1]
theory with its variants is regarded as the standard approach for
cross section calculations in the domain of PIXE applications,
which typically concern the energy range up to a few tens MeV
and the whole range of elements in the periodic system. It
provides inner shell ionization cross sections for PIXE analysis
codes such as GeoPIXE [2], GUPIX [3]–[5], PIXAN [6],
PIXEF [7], PIXYKLM [8], Sapix [9], and TTPIXAN [10], and
for specialized PIXE simulation codes [11]–[13].

Several cross section models for the computation of inner
shell ionization by proton and particle impact are available in a
package for PIXE simulation [14] released in Geant4 [15], [16]
9.4 version; they include models based on the plane wave Born
approximation (PWBA) [17], the ECPSSR model in a number
of variants and a collection of empirical models, deriving from
fits to experimental data. The PWBA and ECPSSR cross sec-
tion models (with variants) exploit tabulations produced by the
ISICS [18] code for K, L and M shells, which have been assem-
bled in a data library [19] publicly distributed by RSICC (Radia-
tion Safety Information Computational Center at the Oak Ridge
National Laboratory).

A new version of ISICS and an entirely new code for the
calculation of ECPSSR cross sections (with variants), ERCS08
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[20], have become available since the publication of the previ-
ously cited paper on Geant4 PIXE simulation. This paper eval-
uates the cross sections deriving from these evolutions, along
with those calculated by Šmit’s code [21] (identified in the fol-
lowing as KIO-LIO), which is consistent with pristine ECPSSR
formulation.

The K and L shell proton ionization cross sections produced
by these three theoretical generators are compared with refer-
ence collections of experimental data to assess their validity, in
compliance with the IEEE Standard for Software Verification
and Validation [22]. The results of this validation process docu-
ment quantitatively the relative merits of the three codes, eval-
uate the impact of the newly available calculations on Geant4
accuracy and identify the state-of-the-art of theoretical cross
sections for PIXE simulation with Geant4.

II. THEORETICAL OVERVIEW

In the PWBA approach [17], the first-order Born approxima-
tion is used in scattering theory to describe the interaction be-
tween an incident charged particle and an atomic target. This
treatment is justified when the atomic number of the projectile
is much smaller than the atomic number of the target, and the
velocity of the incident particle is much larger than the velocity
of the target-atom electron velocities.

The PWBA cross section in the center of mass system for the
ionization of a given shell is given by

(1)

where:

(2)

is the Bohr radius, is the projectile atomic number, is
the effective atomic number of the target atom, is the reduced
universal function, and the reduced atomic electron binding en-
ergy and reduced projectile energy are given by

(3)

(4)

with E, M and U representing the energy, mass and atomic
binding energy of the projectile and the target, respectively iden-
tified by the indices 1 and 2. The analytical formulation of the
reduced universal function can be found in [18].

The ECPSSR theory [1] was proposed to address the short-
comings of the PWBA approach in the energy range relevant to
PIXE experimental practice (approximately up to a few tens of
MeV); it accounts for the energy loss and Coulomb deflection
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TABLE II
SUMMARY OF THE TEST RESULTS OF K SHELL IONIZATION CROSS SECTIONS BY PROTON IMPACT

TABLE III
CONTINGENCY TABLE TO ESTIMATE THE EQUIVALENT ACCURACY OF

ECPSSR K SHELL CROSS SECTIONS USING EADL AND BEARDEN
AND BURR’S BINDING ENERGIES

TABLE IV
P-VALUES OF THE TEST COMPARING CALCULATED AND EXPERIMENTAL

SUBSHELL IONIZATION CROSS SECTIONS BY PROTON IMPACT

with Bearden and Burr binding energies to 0.80 0.05 with
ERCS08 binding energies.

More extensive documentation of the sources of ERCS08
binding energies would be beneficial to optimize the accuracy
of ECPSSR cross section calculations.

TABLE V
P-VALUES OF THE TEST COMPARING CALCULATED AND EXPERIMENTAL

SUBSHELL IONIZATION CROSS SECTIONS BY PROTON IMPACT

D. Empirical Scaling

Although successful at describing ionization cross sections
over a wide energy range relevant to PIXE experimental appli-
cations, the ECPSSR theory fails at reproducing experimental
measurements in some conditions, for instance at low energies
(below approximately 1 MeV). The Hartree-Slater correction
applied to the calculation K shell cross sections in part over-
comes these deficiencies; nevertheless, as previously pointed
out, this modeling approach exhibits other shortcomings,
namely for heavy elements at higher energies (approximately
above a few MeV).

An empirical correction has been developed by Paul and
Muhr [48] as a scaling function to be applied to ECPSSR
cross sections:

(7)

The parameters of the scaling function have been fitted to ex-
perimental data.

Tabulations of empirically scaled cross sections for K shell
have been published by Paul and Sacher [36]; the procedure of
their calculation was modified with respect to that adopted in
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TABLE VI
P-VALUES OF THE TEST COMPARING CALCULATED AND EXPERIMENTAL

SUBSHELL IONIZATION CROSS SECTIONS BY PROTON IMPACT

TABLE VII
SUMMARY OF TEST RESULTS OF L SUBSHELL IONIZATION

CROSS SECTIONS BY PROTON IMPACT

[48], but the updated scaling function is not documented in [36].
These tabulations are included in the PIXE data library [19].

Empirically scaled K shell cross sections are calculated by
the KIOKC executable in Šmit’s software system; this program
uses the atomic binding energies of the 1978 edition of the Table
of Isotopes, consistently with those used in [48].

An implementation of Paul and Muhr’s scaling function has
been developed for use with Geant4 and is intended for release
in a forthcoming Geant4 version. Using the electron binding en-
ergies of the 1978 Table of Isotopes, it has been verified to re-
produce the values reported in [48] for a selection of elements

TABLE VIII
CONTINGENCY TABLE TO ESTIMATE THE EQUIVALENT ACCURACY

OF ECPSSR L SHELL CROSS SECTIONS USING EADL AND
BEARDEN AND BURR’S BINDING ENERGIES

and energies. This scaling function can be applied to ECPSSR
cross sections calculated by other generators to improve the cal-
culation accuracy as an alternative to other theoretical variants,
like the Hartree-Slater and United Atom corrections.

The use of this scaling function could be source of system-
atic effects. The parameters defining the empirical scaling func-
tion documented in [48] derive from a fit to the experimental
data involving calculations of ECPSSR cross sections; there-
fore, strictly speaking, that empirical correction should be ap-
plied only to identically calculated ECPSSR cross sections. The
values calculated by the three generators analyzed in this paper
slightly differ from the ECPSSR cross sections reported in [48]
for selected elements and energies; however, since the discrep-
ancies are relatively small (e.g. less than 1% for ECPSSR cross
sections calculated by ISICS), the systematic error due to the
application of the empirical scaling functions to other ECPSSR
calculations than those used in [48] would also be small, and
negligible with respect to the experimental uncertainties of K
shell cross sections.

The contribution of the empirical scaling function to the cross
section accuracy has been estimated according to the procedure
described in Section IV-C; this process does not constitute a
validation, since the experimental data to which the calculated
cross sections are compared are in large part the same used for
fitting the parameters of the scaling function itself. The usual
procedure to account for fitting constraints in a test, con-
sisting of reducing the number of degrees of freedom accord-
ingly, cannot be applied to this case due to incomplete knowl-
edge of the fit configuration. In fact, the fits described in [48]
concern groups of several elements, while in this analysis the

tests are performed for individual elements; moreover, the
experimental samples of Paul and Sacher’s paper [36], used in
this analysis, do not exactly coincide with the data on which the
scaling function drawn from Paul and Muhr’s paper [48] has
been fitted, although a large fraction are common. The ECPSSR
cross sections, which are involved in the fit, are slightly different
in [48] and in this analysis. Therefore the results reported in the
following should be considered only as a demonstration of the
capability of the empirical scaling to describe the data.

The efficiency, defined as in the previous sections, is listed in
Table IX for ECPSSR cross sections calculated by KIOKC and
by ISICS scaled by Paul and Muhr’s empirical function along
with the efficiency of the ISICS ECPSSR and ECPSSR-HS-UA
options, and of KIO. The gain in efficiency due to the scaling

Theoretical and empirical models for proton ionisation cross sections 
PWBA, ECPSSR (in various flavours), Paul-Sacher, Kahoul, Miyagawa, Orlic, Sow 

K, L, M 
shells 
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Things change… 
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In 1998, when it was first developed, Geant4 low energy package 
based on EADL-EEDL-EPDL was an advanced simulation tool 

15 years later…  

When it was first re-engineered into Geant4, Penelope adopted 
a different modeling approach w.r.t. using EEDL/EPDL 

The state-of-the-art has evolved 
Rethink Geant4 low energy electromagnetic domain 

geant4/electromagnetic/pii/ 
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IPA and IA assumption 
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Fig. 13. Total cross section as a function of energy for rare gases (helium, neon, argon, krypton and xenon), hydrogen and nitrogen in the electronvolt energy
range: EPDL (black solid line), and experimental measurements [177]–[190]. The legend reported in the plot for neon is pertinent to all the plots; the experimental
data are identified by the name of the first author of the corresponding publication. Please note that the plots for helium, argon and xenon are in logarithmic scale
on the vertical axis, while the others are in linear scale. The error bars that are not visible in the plots are smaller than the symbol size.

TABLE XIV
EFFECT OF INTERPOLATION ALGORITHMS

sections that are compatible with experiment at 0.01 level of
significance in a larger number of test cases; nevertheless, the
efficiencies resulting from the three algorithms are compatible
within one standard deviation.

Although less accurate than logarithmic interpolation, linear
interpolation of S-matrix tabulations produces estimates in
better agreement with experiment than models based on the
form factor approximation; therefore, if computational per-
formance is a concern, one can opt for linearly interpo-
lating S-matrix tabulations, still preserving the superior ac-
curacy of this model with respect to other physics approxi-
mations despite some degradation with respect to logarithmic
interpolation.
Programming techniques for performance optimization

[191]–[193] and more refined interpolation methods than those
discussed in this paper can be applied for efficient tabulated
data management; their in-depth discussion is outside the scope
of this paper.
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Hadronic transport models 
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cross sections 

assumptions  epistemic uncertainties 

model features 

calibration 
AKA “tuning”  

What is (can be) validated? 
Use cases (maybe) 
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CERN LCG Validation  
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HEP experiments 
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Medium energy 
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Validation database at FNAL 
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http://g4validation.fnal.gov:8080/G4ValidationWebApp/index.jsp  
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Inclusive pi+ production in 14.6GeV/c p-Be interactions 
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http://geant4.cern.ch/results/validation_plots/thin_target/hadronic/medium_energy/test_bnl_802/bnl_data.shtml  

A sample of results, impossible to show all! 
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Stopped particles  
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antiprotons 
stopping in H: 
charged pion 
production 

Geant4 CHIPS model 
will be deleted in  

Geant4 10.0 version  

CHIPS model 
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Inclusive proton production 
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Differential cross-section of the inclusive proton production in proton-Be interactions 
as a function of beam energy, in 2 kinetic energy bins and for 2 different angles of 
the final state proton 

Geant4 9.0.p01 
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A sample of results 
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Al(p,n) Binary cascade Al(p,n) Bertini cascade 

What does one evince from these plots? 

Impossible to show all! 
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Documentation of epistemic uncertainties 
and their effects 
Sensitivity analysis 
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Recent developments 
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Simulation N29-3 

/16 
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section 
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Fig. 12. Comparison of the simulated and measured photo peak regions. The following isotopes and peaks are shown: (left panel),
(right panel). Simulations using per-decay sampling (red line, hatched errors) and the RDM-extended with statistical sampling (blue line,

filled errors) are compared to experimental data. The lower panel shows the residuals (blue triangles: per-decay sampling, filled red circles: RDM-extended)
in terms of uncertainties (filled area: , horizontal lines: ). The vertical dashed lines show the peak positions found in the literature.

Fig. 13. P-values resulting from -tests of the individual photopeaks. Shown
are the values for the new statistical approach (red squares) and the existing
per-decay approach (blue circles). The grey line denotes the 95% confidence
level.

and for the RDM-extended using statis-
tical sampling. Given that the simulations use evaluated en-
ergy positions (indicated as dashed lines in the plots), the devi-
ations likely result from the energy calibration of the measure-
ment, but are well within the energy uncertainties of the binning.
Therefore we conclude that both codes model the peak positions
equally well.
Fig. 14 and Table V-A give an overview of the photo peak

area deviations the original RDM and the RDM-extended code
produce with respect to the experiment. These photo peak areas
also include the exponential tails described in Section III-B. To-
gether with Figs. 10, 11 and 12, it is apparent that both codes

Fig. 14. Deviations of photo peak areas when comparing per-decay sampling
(red) and the RDM-extended using statistical sampling (green) with experi-
mental data. The lines show the running mean deviation, with the corresponding
uncertainties shown as shaded areas.

are capable of reproducing the measured photo peaks within
error bounds. The photo peak areas deviate from the measure-
ments by a mean of (8.65 4.56)% when per-decay sampling
is used. The RDM-extended’s statistical sampling method is ca-
pable of modelling the experiment better with a mean devia-
tion of (4.01 3.57)%. Accordingly, both codes are generally
capable of modeling these photo peaks well within the experi-
mental uncertainties. This reflects itself in the p-values resulting
from -tests on the data, which are summarized in Fig. 13. Ex-
cept for those peaks which have weak intensities or are not sep-
arated well from other peaks (resulting in large uncertainties of
the response parameters), all p-values are above the 0.05 signif-
icance level.
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Fig. 8. Nuclide charts showing the median relative intensity deviations per isotope for X-ray (top) and Auger-electron emission (bottom). Simulations using the
per-decay approach of the original Geant4 RDM are shown on the left; simulations using the RDM-extended statistical sampling method are shown on the right.

compilation of the intensity deviation uncertainties, which de-
pend on the uncertainty of the evaluated intensity for a given
level and the statistical uncertainty of the simulated data. As is
apparent from the figure, even at low intensities the uncertain-
ties are in a range below 10% for 99% of the data points.

A. Intensity Deviations

In order to help readers quickly identify the simulations’ in-
tensity discrepancy for isotopes occurring in their simulation,
it was chosen to display the results as nuclide charts (a colored
online version is available).
Fig. 7 shows a comparison of the intensity discrepancy of

the original Geant4 RDM per-decay sampling alongside the dis-
crepancy of the statistical approach of the RDM-extended when
compared to ENSDF data. As is apparent from the figures, both
sampling methods reproduce the - and -emission intensities
given in ENSDF within a few percent deviation for the majority
of isotopes. Specifically, the mean deviations (

amount to for -rays and for
-emission when using the per-decay code.
For the statistical approach the deviations are minimal, with

for -rays and for -emis-
sion. The outliers ( discrepancy) in the simulation using
the RDM-extended package can be explained by the way the
ENSDF data are parsed into the radioactive data library. In cases
where multiple datasets describing the same emission exist, the
implemented parser is tuned to pick experimentally determined
data or, if such a distinction is not possible, use the first data
set. The RADLIST program preferably uses theoretical data ac-
cording to the documentation [14].
It is further apparent from Fig. 7 that the original per-decay

code does not reproduce the ENSDF intensities of conversion
electrons well. This manifests itself in a mean deviation of

compared to for the statistical
approach.
For the original Geant4 RDM per-decay code the - and

conversion electron intensity deviations must be attributed

Radioactive decay 
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Validation of Geant4-Based Radioactive
Decay Simulation

Steffen Hauf, Markus Kuster, Matej Batiþ, Zane W. Bell, Dieter H. H. Hoffmann, Philipp M. Lang, Stephan Neff,
Maria Grazia Pia, Georg Weidenspointner, and Andreas Zoglauer

Abstract—Radioactive decays are of concern in a wide variety
of applications using Monte-Carlo simulations. In order to prop-
erly estimate the quality of such simulations, knowledge of the ac-
curacy of the decay simulation is required. We present a valida-
tion of the original Geant4 Radioactive Decay Module, which uses
a per-decay sampling approach, and of an extended package for
Geant4-based simulation of radioactive decays, which, in addition
to being able to use a refactored per-decay sampling, is capable of
using a statistical sampling approach. The validation is based on
measurements of calibration isotope sources using a high purity
Germanium (HPGe) detector; no calibration of the simulation is
performed. For the considered validation experiment equivalent
simulation accuracy can be achieved with per-decay and statistical
sampling.

Index Terms—Geant4, high purity germanium detector, radio-
active decay, simulation, validation.

I. INTRODUCTION

R ADIOACTIVE decays and the resulting radiation play
an important role for many experiments, either as an ob-

servable, as a background source, or as a radiation hazard. De-
tailed knowledge of the radiation in and around an experiment
and its detectors is thus required for successful measurements
and the safety of the experimentalist. At the same time the in-
creasing complexity of experiments often makes it prohibitively
expensive, if not impossible, to completely determine an ex-
periment’s radiation characteristics and response frommeasure-
ments alone. This is especially true during the design phase of
a new project—much of the hardware may either not be avail-
able or the environmental conditions the experiment will be sub-
jected to cannot be replicated (e.g. in space-based observato-
ries). In order to circumvent these limitations it has become in-
creasingly common to estimate an experiment’s radiation and
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response characteristics with the help of computer simulations.
General-purpose Monte-Carlo systems such as Geant4 [1], [2]
are frequently the tool of choice for such simulations, as they
allow for the modeling of complex geometries and a wide range
of physical processes. The accuracy of these simulation-derived
estimates is determined by the accuracy of the individual con-
tributing processes, which in turn is validated by measurements.
The radioactive decay code implemented in the released ver-

sion of Geant4 has been previously compared to experimental
measurements in a number of works, e.g. [3]–[6]. In these com-
parisons the simulated detector geometry is usually calibrated
to the experiment in an iterative process so that the simulation
better models the measurements. Whereas this method can pro-
duce simulation results consistent with experimental data within
reasonable error margins determined by the experimental setup,
it obfuscates how well a noncalibrated geometry can be simu-
lated by Geant4. The ability to run absolute models is important
if simulations are used to aid in the development of new detec-
tors: in that context hardware, and thus measurements to com-
pare against, do not exist.
A validation addressing this issue, like the one presented in

this work, requires a self-consistent approach, i.e. only known
experimental properties are used as simulation input. Accord-
ingly, we have refrained from iteratively optimizing the detector
geometry, with the sole exception of the simulated calibration
source itself—a topic discussed in Section IV-B.
The following sections provide an overview of the software

for the simulation of radioactive decays in the Geant4 environ-
ment, discuss the strategy adopted for the validation process,
and document the experimental measurements and the corre-
sponding simulation. The validation results are divided into a
comparison of the photo peaks in Section V-A and the complete
spectra including the continuum in Section V-B.

II. RADIOACTIVE DECAYS IN GEANT4
A package for the simulation of radioactive decays [7], [8]

has been available in the Geant4 simulation toolkit since ver-
sion 2.0, in which it was named radiative_decay. Since Geant4
version 6.0 it has been named radioactive_decay, although it
is conventionally known as Geant4 RDM (Radioactive Decay
Module), and identified as “original RDM” in the following.
Radioactive decays are simulated in this package by a process
implemented in the G4RadioactiveDecay class, which sam-
ples secondary particles on a per-decay basis. The software
implementation involves the optional use of event biasing
techniques. The simulation of radioactive decays is data driven,
using a reprocessed ENSDF library [9]. From this library the
algorithm samples any direct decay emission (i.e. and

0018-9499 © 2013 IEEE
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Abstract—The simulation of radioactive decays is a common
task in Monte-Carlo systems such as Geant4. Usually, a system
either uses an approach focusing on the simulations of every
individual decay or an approach which simulates a large number
of decays with a focus on correct overall statistics. The radioac-
tive decay package presented in this work permits, for the first
time, the use of both methods within the same simulation frame-
work—Geant4. The accuracy of the statistical approach in our
new package, RDM-extended, and that of the existing Geant4
per-decay implementation (original RDM), which has also been
refactored, are verified against the ENSDF database. The new
verified package is beneficial for a wide range of experimental
scenarios, as it enables researchers to choose the most appropriate
approach for their Geant4-based application.

Index Terms—ENSDF, Geant4, Monte-Carlo Simulation, ra-
dioactive decay, validation.

I. INTRODUCTION

R ADIOACTIVE decays and the resulting radiation play an
important role for many experiments, either as an observ-

able, as a background source, or even as a potential hazard when
they are a source of radiation-induced damage for hardware and
human beings. Detailed knowledge of the radiation inside and
around an experiment and its detectors is thus required for a suc-
cessful outcome of the experiment and to guarantee the safety
of the operator. The increasing complexity of experiments often
makes it prohibitively expensive, if not impossible, to com-
pletely determine the radiation characteristics and response of
an experiment from measurements alone. In order to circum-
vent these limitations, it has become increasingly important to
estimate an experiment’s radiation and response characteristics
with the help of computer simulations.
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General-purpose Monte-Carlo simulation codes either focus
on the correct simulation of individual decays (e.g., Geant4 [1],
[2], see Section IV-A ) or the statistical outcome of many decays
(e.g., MCNP [3], [4] and FLUKA [5]).
Whereas the first approach may be inefficient if the individual

decay is not of interest, the latter approach does not allow for
the physically correct simulation of an individual decay and its
associated effects. General purpose Monte Carlo codes would
benefit from the capability of providing both approaches in the
same environment, in response to the simulation requirements
of different experimental scenarios.
In the following a software package for the simulation of ra-

dioactive decay, which realizes both approaches for Geant4, is
presented. This package includes a refactored implementation
of the existing Geant4 per-decay approach [6], and extends the
functionality of Geant4 radioactive decay simulation by a novel
implementation based on a statistical approach. It is based on
the ENSDF (Evaluated Nuclear Structure Data File) data library
[7], which was chosen due to its widespread usage in the nuclear
science community.
This paper reports on the verification of both implemented

approaches against a large set of evaluated data. To the best of
the authors’ knowledge, such a thorough verification of Geant4
radioactive decay simulation has not yet been documented in the
literature. The experimental validation of the software for both
approaches is reported on in a separate paper [8].

II. RADIOACTIVE DECAY PHYSICS

Radioactive decay is a physical process where an atomic nu-
cleus of an unstable atom transmutes into a lower energy state
by spontaneous emission of ionizing radiation. The process does
not require external interactions to occur. It results from either
nucleus-internal processes or interactions of the nucleus with
(inner) shell electrons. A brief overview of the main physics
of radioactive decay is summarized here to facilitate the com-
prehension of the functionality of the software described in this
paper.
Different types of radioactive decay are commonly identified

according to the type of emitted particles.
• During an -decay a He–nucleus is emitted from the parent
nucleus. This results in a daughter nucleus with two fewer
protons and two fewer neutrons than the parent nucleus.

• The -decay is a weak process during which a neutron
is converted into a proton. An electron and anti-neutrino
are emitted by the parent nucleus: consequently, the atomic
number of the daughter nucleus increases by one and the
atomic mass number stays constant. The electron and anti-
neutrino share the energy released during the decay. Since
both particles are not bound in their final state, their energy
distribution follows a continuous spectrum.
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Fig. 8. Nuclide charts showing the median relative intensity deviations per isotope for X-ray (top) and Auger-electron emission (bottom). Simulations using the
per-decay approach of the original Geant4 RDM are shown on the left; simulations using the RDM-extended statistical sampling method are shown on the right.

compilation of the intensity deviation uncertainties, which de-
pend on the uncertainty of the evaluated intensity for a given
level and the statistical uncertainty of the simulated data. As is
apparent from the figure, even at low intensities the uncertain-
ties are in a range below 10% for 99% of the data points.

A. Intensity Deviations

In order to help readers quickly identify the simulations’ in-
tensity discrepancy for isotopes occurring in their simulation,
it was chosen to display the results as nuclide charts (a colored
online version is available).
Fig. 7 shows a comparison of the intensity discrepancy of

the original Geant4 RDM per-decay sampling alongside the dis-
crepancy of the statistical approach of the RDM-extended when
compared to ENSDF data. As is apparent from the figures, both
sampling methods reproduce the - and -emission intensities
given in ENSDF within a few percent deviation for the majority
of isotopes. Specifically, the mean deviations (

amount to for -rays and for
-emission when using the per-decay code.
For the statistical approach the deviations are minimal, with

for -rays and for -emis-
sion. The outliers ( discrepancy) in the simulation using
the RDM-extended package can be explained by the way the
ENSDF data are parsed into the radioactive data library. In cases
where multiple datasets describing the same emission exist, the
implemented parser is tuned to pick experimentally determined
data or, if such a distinction is not possible, use the first data
set. The RADLIST program preferably uses theoretical data ac-
cording to the documentation [14].
It is further apparent from Fig. 7 that the original per-decay

code does not reproduce the ENSDF intensities of conversion
electrons well. This manifests itself in a mean deviation of

compared to for the statistical
approach.
For the original Geant4 RDM per-decay code the - and

conversion electron intensity deviations must be attributed
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Fig. 15. Comparison of the complete simulated and measured spectra. From top left to bottom right the following isotopes and peaks are shown: , ,
, , , . Simulations using per-decay sampling (red line, hatched errors) and the RDM-extended with statistical sampling (blue line, filled

errors) are compared to experimental data. The lower panel shows the residuals (blue triangles: per-decay sampling, filled red circles: RDM-extended) in terms
of uncertainties (filled area: , horizontal lines: ).

statistical sampling 
per-decay sampling 

experiment 

p-value 
photopeak 
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Fig. 12. Comparison of the simulated and measured photo peak regions. The following isotopes and peaks are shown: (left panel),
(right panel). Simulations using per-decay sampling (red line, hatched errors) and the RDM-extended with statistical sampling (blue line,

filled errors) are compared to experimental data. The lower panel shows the residuals (blue triangles: per-decay sampling, filled red circles: RDM-extended)
in terms of uncertainties (filled area: , horizontal lines: ). The vertical dashed lines show the peak positions found in the literature.

Fig. 13. P-values resulting from -tests of the individual photopeaks. Shown
are the values for the new statistical approach (red squares) and the existing
per-decay approach (blue circles). The grey line denotes the 95% confidence
level.

and for the RDM-extended using statis-
tical sampling. Given that the simulations use evaluated en-
ergy positions (indicated as dashed lines in the plots), the devi-
ations likely result from the energy calibration of the measure-
ment, but are well within the energy uncertainties of the binning.
Therefore we conclude that both codes model the peak positions
equally well.
Fig. 14 and Table V-A give an overview of the photo peak

area deviations the original RDM and the RDM-extended code
produce with respect to the experiment. These photo peak areas
also include the exponential tails described in Section III-B. To-
gether with Figs. 10, 11 and 12, it is apparent that both codes

Fig. 14. Deviations of photo peak areas when comparing per-decay sampling
(red) and the RDM-extended using statistical sampling (green) with experi-
mental data. The lines show the running mean deviation, with the corresponding
uncertainties shown as shaded areas.

are capable of reproducing the measured photo peaks within
error bounds. The photo peak areas deviate from the measure-
ments by a mean of (8.65 4.56)% when per-decay sampling
is used. The RDM-extended’s statistical sampling method is ca-
pable of modelling the experiment better with a mean devia-
tion of (4.01 3.57)%. Accordingly, both codes are generally
capable of modeling these photo peaks well within the experi-
mental uncertainties. This reflects itself in the p-values resulting
from -tests on the data, which are summarized in Fig. 13. Ex-
cept for those peaks which have weak intensities or are not sep-
arated well from other peaks (resulting in large uncertainties of
the response parameters), all p-values are above the 0.05 signif-
icance level.

statistical sampling 
per-decay sampling 
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In LHC experiments 
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A lot of activity, by many people, for many years 
Comparing Geant4-based simulations with test beam or full-scale data 

No time to show the impressive wealth of results! 
some highlights… 

Geant4 
+ 

user application 
simulation 

event generator 
+ 

particle transport  
+ 

detector response 

= 
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Muon 
simulation 
in ATLAS 
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L.&Jeanty&&&&&6&Oct&2011& 9&

Data&and&Simula?on&Performance:&Z&Mass&Resolu?on&

Inner&Detector&

Muon&Spectrometer&

Combined&Muons&

Z&mass&resolu?on&of&combined&muons&in&
the&barrel,&which&require&both&an&inner&
detector&and&muon&spectrometer&track&

Z&mass&resolu?on&of&combined&muons&
as&a&func?on&of&eta&regions.&The&barrel&
region&has&the&best&mass&resolu?on.&

Results&
•  Combined&μ&mass&resolu?on&beXer&than&ID&or&MS&alone&
•  Simula?on&predicts&narrower&mass&resolu?on&than&data.&
Contribu?ons:&
•  Material&descrip?on&(mul?ple&scaXering&should&dominate&

at&these&momenta&for&spectrometer)&
•  Magne?c&field&descrip?on&(has&improved&since&this&study)&

Method&
•  Z&mass&resolu?on&measured&
in&isolated,&pT&>&20,&di_muon&
events&

•  Combined&muons&=&both&an&
inner&detector&and&muon&
spectrometer&track&

ATLAS:&Data&and&MC&Comparisons&for&Muon&
Spectrometer,&including&Cavern&Background&

LPCC&Simula?on&Workshop&&6&October&2011&

Laura&Jeanty&&
On&behalf&of&the&ATLAS&Collabora?on&
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Atlas Data/MC comparisons in hadronic physics 
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New Physics List since 9.3.b01
� Since Geant4 version 9.3.b01 we have 

several new physics lists out of which 
QGSP_FTFP_BERT looks rather promising
– Transition around 5-10 GeV is quite 

smooth now
– MIP fraction for FTF is slightly higher than 

LEP
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(Low momentum) Hadron-
Nucleus interactions in ALICE 

Marco van Leeuwen, Utrecht University 
For the ALICE collaboration 

LHC Detector Simulation workshop 
6-7 October 2011 
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Geant4 pre-assembled physics lists 

" Initially a set of example PhysicsLists suitable 
to address specific use cases 
‒  “educated guess” in most cases 
‒ Not necessarily validated 

" Now: combinatorial assembly of processes 
and models 
‒ Not necessarily validated 

" Can be a starting point for a user application 
" Not necessarily the end 
" Can you build your own PhysicsList from scratch?  

85 Maria Grazia Pia, INFN Genova 
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Validation using Testbeams 
(B) Performance of the LHCb   RICH photo-detectors and readout in a system test  
   using charged particles from a 25 ns- structured beam,      
   M.Adinolfi et.al.  ,    NIM A 603 (2009)  287-293  

Radiator  quantity  Data   MC 
   N2  resolution 

mrad 
0.296 ±  0.003  ±  0.006  0.29  ±  0.003 

   C4  F10  resolution 
mrad 

0.166  ±  0.002 ±   0.002 0.174  ±  0.005 

  N 2  yield  12.44  ±  0.04 +0.08 
-0.09 12.15  ±  0.61 

  C4  F 10  yield 8.9  ±   0.5  9.3  ±  0.5 

Here,     resolution: Single photon  Cherenkov angle resolution 
               yield:    Yield  in  a typical HPD.      Similar  yields  in other HPDs 

Using  LHCb software  framework  and  standard  LHCb software chain  

RICH   Simulation in LHCb 

LHC Detector Simulation Workshop 
S.Easo, 

RAL, 
6-10-2011 

On   behalf of LHCb–RICH group 

RICH   Simulation in LHCb 
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Uncertainty 
quantification 
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 Input 

observable with uncertainties 

Monte Carlo method 
Statistical uncertainty 

Uncertainty quantification is the ground for  
predictive Monte Carlo simulation  

Beware: input uncertainties 
can be hidden in the code 
(in models and algorithms) 

Validation of  
MC modeling 
ingredients 

Parameter uncertainties 

N18-5  
Progress with Uncertainty 
Quantification in Generic 
Monte Carlo Simulations 

cross sections, 
branching ratios, 
physics models, 
physics parameters.. 
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No time for reviewing everything… 

" Much more: 
‒ Geant4 electromagnetic and hadronic models 
‒ Experimental use cases 

" Selection constrained by time, not by merit 

" Concepts and methods to find your way 
across the wealth of information about 
Geant4 physics and its validation 
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Through the narrow gate 
" Think 

" Learn 
‒ Master the technology 
‒ Read Geant4 documentation 
‒ Search the literature 

" Work 
‒ You do not run Geant4, you run your own application 
‒ Understand what you are doing 
‒ Understand what Geant4 does 
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We need a paradigm shift… 
" Experimenters and funding agencies understand the 

value of experiments designed  
‒  to explore new scientific phenomena 
‒  to test theories 
‒  to examine the performance of design components 

" Few appreciate the value of experiments explicitly 
conducted for software validation 

" Gain of consciousness in some fields 
‒  NASA: experiments at accelerators 
‒  Military projects: e.g. weapon simulations 

" What about particle/nuclear/astro/medical physics? 
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Conclusion 

" Geant4 is a rich and powerful tool for experimental research 
" It requires the user to be responsible for his/her choices  

" Validation is ongoing 
" Check what is documented in the literature, that may be 

relevant to your experimental problem 
‒ Refereed journals (conference papers ) 
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Trust what you can document quantitatively 
Document what you cannot trust [yet] 



Maria Grazia Pia, INFN Genova 92 

Slides available at 
http://www.ge.infn.it/geant4/training  

Collection of physics references 
http://www.ge.infn.it/geant4/papers  

General information: http://cern.ch/geant4  
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